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ABSTRACT

An eddy-permitting numerical ocean model is used to investigate the variability of the meridional overturning circulation (MOC). Both wind stress and fluctuations of the seawater density contribute to MOC changes on subannual and seasonal time scales, whereas the interannual variability mainly reflects changes in the density field. Even on subannual and seasonal time scales, a significant fraction of the total MOC variability is due to changes of the density field in the upper 1000 m of the ocean. These changes reflect perturbations of the isopycnal structure that travel westward as Rossby waves. Because of a temporally changing phase difference between the eastern and western boundaries, the Rossby waves affect the MOC by modifying the basinwide east–west density gradient. Both the numerical model used in this study and calculations based on Rossby wave theory suggest that this effect can account for an MOC variability of several Sverdrups (Sv = 10^6 m^3 s^-1). These results have implications for the interpretation of variability signals inferred from hydrographic sections and might contribute to the understanding of the results obtained from the Rapid Climate Change (RAPID) monitoring array deployed at 26°N in the North Atlantic Ocean.

1. Introduction

The variability of the Atlantic Ocean meridional overturning circulation (MOC) is a key element in understanding the past, present, and future climate. Currently the Atlantic MOC transports about 1 PW (10^15 W) of heat northward (Trenberth and Caron 2001), thus contributing to Europe’s characteristic mild climate. Paleoclimatic archives suggest that in the past the MOC has undergone large changes (Heinrich 1988; Dansgaard et al. 1993). During the last ice age abrupt changes associated with temperature variations of more than 10°C over Greenland were not uncommon (e.g., Lang et al. 1999), and one plausible mechanism is a changing strength of the MOC (e.g., Broecker et al. 1992). Early model results suggest that the MOC can operate in more than one mode (e.g., Stommel 1961; Marotzke and Willebrand 1991), and the existence of possible thresholds between different MOC states is a subject of ongoing research (e.g., Tziperman 1997; Zanna and Tziperman 2005). A shutdown of the MOC is likely to lead to a temperature drop over the North Atlantic area (e.g., Vellinga and Woods 2002). During the last century anthropogenic emissions have raised the levels of greenhouse gases to a level unprecedented during the last 500 kyr (Petit et al. 1999; Siegenthaler et al. 2005), thus raising the question of the future behavior of the MOC. Currently, most model studies agree that increasing levels of carbon dioxide (CO_2) in the atmosphere could be responsible for a weakening of the MOC (Houghton et al. 2001). A recent observation-based study using five hydrographic sections at 25°N indicates that the MOC could have slowed down by as much as 30% since 1957 (Bryden et al. 2005a).

Whether this change is part of an MOC oscillation or a long-term trend is not yet clear. Based on observational data, Polyakov et al. (2005) show the presence of multidecadal variability in the North Atlantic. Numerical studies indicate that the MOC can vary on subannual to millennial time scales. Wind-driven changes such as those related to Ekman transports can lead to substantial MOC changes on subannual and seasonal time scales (e.g., Willebrand et al. 1980; Schopf 1980; Bryan 1982; Jayne and Marotzke 2001), and recent work by Köhl (2005) suggests that MOC variability on seasonal time scales can be induced by wind-driven upwelling and downwelling at the eastern boundary.
Several studies have investigated subannual and seasonal MOC variability linked to fluctuations of the meridional transport at the northern boundary of idealized two-layer models. Examples are Kawase (1987), Johnson and Marshall (2002), and Deshayes and Frankignou (1995) who have shown that in these models Kelvin and Rossby waves generated by high-latitude perturbations can affect the basinwide MOC on time scales of less than 1 yr. While Johnson and Marshall (2002) highlight the combined effect of Kelvin and Rossby waves, Deshayes and Frankignou (1995) specify the influence of the perturbations along the western boundary (Kelvin waves) versus those in the basin interior (Rossby waves). On interannual to interdecadal time scales the MOC variability is thought to be linked to atmospheric variability patterns, such as the North Atlantic Oscillation (e.g., Delworth et al. 1993; Delworth and Greatbatch 2000; Eden and Greatbatch 2003). MOC variability on centennial to millennial time scales is thought to have occurred during the last ice age as a consequence of iceberg (freshwater) discharges linked to instabilities of the ice sheets that covered large parts of North America and Europe at that time (Ganopolski and Rahmstorf 2001).

From the studies summarized above it emerges that, while the short-term variability (subannual, seasonal, interannual) linked to the wind stress through Ekman transports can be explained relatively well, the understanding of MOC changes due to fluctuations of the large-scale density field (even if they might be linked to the wind stress) is still incomplete. The studies of Baehr et al. (2004) and Hirschi and Marotzke (2007) have shown that even on short time scales a substantial fraction of the total variability is due to changes of the density field. A better understanding of the density-related changes of the ocean circulation on subannual to interannual time scales is a prerequisite for the interpretation of data collected by recently deployed observing systems such as the Natural Environment Research Council (NERC) Rapid Climate Change (RAPID) monitoring array at 26°N in the North Atlantic (Marotzke et al. 2002). Thanks to these systems, new data allowing an estimate of the MOC strength and variability will become available, and one major challenge will be to find the correct interpretation of the inferred variability signals. As in the study of Bryden et al. (2005a) the question whether an observed MOC signal is part of a trend or a temporary oscillation will not be easy to answer. The relatively short time series (the initial deployment period for the RAPID array at 26°N is 5 yr) means that there will be a particular emphasis on short time scales (subannual, seasonal).

The purpose of the present study is to use an eddy-permitting numerical model to investigate what variability signals can be expected for the MOC on subannual, seasonal, and interannual time scales and what the underlying mechanisms are. The main goal is to improve our understanding of processes that are relevant for the correct interpretation of observing systems, such as the RAPID array at 26°. The paper is organized as follows: After a brief description of the numerical model in section 2 we use the method in section 3 to infer the simulated MOC variability described in section 4; section 5 gives a conceptual model based on Rossby wave theory, and a discussion and conclusions are given in sections 6 and 7.

2. Model description

The model used here is a ¼° version of the Ocean Circulation and Climate Advanced Modelling Project (OCCAM) described in Webb (1996) and Marsh et al. (2005a,b). OCCAM is a global general circulation model with realistic topography. The vertical is divided into 66 levels with thicknesses ranging from 5 m at the surface to 207 m for the bottom level. The surface forcing consists of 6-hourly National Centers for Environmental Prediction fluxes for wind, heat, and $E - P$ (Kalnay et al. 1996). For the sea surface salinity there is an additional restoring term to monthly surface salinity values of Levitus et al. (1998). The model simulates the global ocean circulation for the years 1985–2003. In the present study we only use a North Atlantic portion of OCCAM extending from the equator to 70°N. Owing to its relatively high resolution OCCAM is eddy permitting, and the best representation of eddies is achieved at low latitudes where the Rossby radius is large. However, eddies can be simulated reasonably well up to midlatitudes. In the Agulhas region the persistence time of eddies compares well with observations and the results from a ½° version of OCCAM (Donners and Drijfhout 2004). The limitations of the ¼° resolution become apparent in the representation of the energy cascade from larger to smaller length scales (e.g., breakup of eddies into cyclonic–anticyclonic pairs), which cannot be resolved.

3. Method

To distinguish between MOC variability due to the zonal wind stress and changes in density we consider the Ekman- and density-driven MOC components separately. These components are computed following the same approach as in Hirschi and Marotzke (2007). The Ekman component $\psi_{Ek}$ is defined as
\[
\psi_{\text{Ek}}(z') = \int_{x_w}^{x_e} dx \int_{-H(x)}^{z'} dz [v_{\text{Ek}}(x, z) - v_{\text{Ek}}(x)],
\]

where

\[
v_{\text{Ek}} = -\frac{1}{\rho^m f L \Delta z} \int_{x_w}^{x_e} \tau^z \, dx \quad \text{and}
\]

\[
v_{\text{Ek}} = -\frac{1}{\rho^m f A} \int_{x_w}^{x_e} \tau^x \, dx,
\]

and where \(\tau^z\), \(\rho^m\), \(f\), \(L\), \(H\), \(x_o\), \(x_w\), \(\Delta z\), and \(A\) are the zonal wind stress, a reference density, the Coriolis parameter, the basin width, its depth, the eastern and western margins, an assumed thickness for the Ekman layer, and the cross-sectional area, respectively. The velocity in the Ekman layer is \(v_{\text{Ek}}\) and \(\psi_{\text{Ek}}\) is a depth-independent flow compensating the Ekman transport (Jayne and Marotzke 2001).

The density contribution \(\psi_{\text{tw}}\) is based on the thermal wind approach, and as in Baehr et al. (2004) the full density field \(\rho\) is used:

\[
\psi_{\text{tw}} = \int_{x_w}^{x_e} dx \int_{-H(x)}^{z} dz \left( \int_{-H(x)}^{z} v_z \, dz - \bar{v} \right),
\]

where the shear is obtained through the thermal wind balance

\[
f v_z = -\frac{g}{\rho^m} \rho_s,
\]

and where \(\bar{v}\) is a spatially constant velocity correction that ensures the mass balance for \(\psi_{\text{tw}}\). The subscripts \(x\) and \(z\) denote zonal and vertical differentiation, respectively. As shown by Hirschi and Marotzke (2007), the sum of \(\psi_{\text{Ek}}\) and \(\psi_{\text{tw}}\) largely captures the spatial and temporal structure of the MOC in the North Atlantic. Shortcomings occur at locations where large meridional velocities are found over sloping topography. In this case the barotropic flow projects onto the MOC, and the sum of the Ekman and thermal wind contributions either over- or underestimates the meridional flow (for details see Hirschi and Marotzke 2007; Baehr et al. 2004).

4. Variability of the meridional flow

In this section the MOC variability occurring in OCCAM from 1985 to 2003 is illustrated for the North Atlantic MOC cell, and a detailed study of the zonal structure of the meridional transport is carried out at latitudes of 10°, 26°, 36°, and 45°N. Apart from 10°N, these latitudes are those where observing systems are currently deployed in the framework of the NERC Rapid Climate Change thematic program (Marotzke et al. 2002).

a. Variability of the zonally integrated flow

The temporal average of the North Atlantic MOC shows one cell extending up to 65°N with a maximum value of about 16 Sv (\(10^6\) m$^3$/s$^{-1}$, Fig. 1a). The highest values are reached at 1100-m depth, and the southward return flow is found between 1100 m and 2500 m. The MOC variability reflects changes in both the Ekman and thermal wind contributions \(\psi_{\text{Ek}}\) and \(\psi_{\text{tw}}\), as illustrated for 26°N at 1100-m depth (Fig. 1b). Changes of 5 Sv within a few months are not uncommon for the MOC and \(\psi_{\text{tw}}\), whereas a smaller variability is found for \(\psi_{\text{Ek}}\).

The standard deviation (std dev) for the period 1985–2003 shows that substantial variability is found for the MOC cell over a large fraction of the North Atlantic (Fig. 2a). The highest values occur south of 15°N where the std dev reaches 4.5 Sv. The highest variability is confined to the surface ocean, with a gradual decrease with depth. North of 15°N the variability is smaller, but nevertheless values of more than 1.5 Sv occur between 15° and 55°N. Unlike the variability farther south, the largest values generally do not occur at the surface.

For the thermal wind component \(\psi_{\text{tw}}\) the largest variability occurs at around 1000-m depth with maxima between 35° and 30°N and south of 15°N (Fig. 2b). The high values found in the southernmost latitudes are due to limitations of the calculation used for the density
contributions in near-equatorial regions (Hirschi and Marotzke 2007). For the Ekman contribution \( \psi_{\text{Ek}} \) (Fig. 2c) the largest variability coincides with the area of high variability south of 15°N for the MOC. The largest values occur at the surface since we assume an Ekman transport in the top layers that is compensated by a depth-independent return flow (Hirschi and Marotzke 2007).

The picture that emerges from Fig. 2 is that the MOC variability is due to a combination of the density and wind contributions. The large variability with maximum values at the surface found south of 15°N reflects the action of the wind, whereas the variability found between 15° and 40°N with maximum values at 1000-m depth is linked to changes in the density field.

b. Time scales

The standard deviation discussed above can be caused by circulation changes occurring on long or short time scales. Therefore, it is useful to split the variability simulated in OCCAM into long- and short-term signals. We decompose the total variability found for the MOC and its components \( \psi_{\text{tw}} \) and \( \psi_{\text{Ek}} \) into a subannual \( \psi' \), a seasonal \( \psi \), and an interannual component \( \psi'' \) according to

\[
\psi' = \bar{\psi}_1 - \bar{\psi}_2, \tag{5}
\]

\[
\psi = \bar{\psi}_2 - \bar{\psi}_3, \text{ and} \tag{6}
\]

\[
\psi'' = \bar{\psi}_3 - \bar{\psi}_4, \tag{7}
\]

where \( \bar{\psi}_1, \bar{\psi}_2, \) and \( \bar{\psi}_3 \) are time series that consist of 5-day averages that are filtered with Parzen filter lengths of 1, 5, and 23 months, respectively, and \( \bar{\psi}_4 \) is the mean value for the years 1985–2003. This decomposition of the variability signals is applied at 10°, 26°, 36°, and 45°N.

The variability in the filtered time series of \( \bar{\psi}_1, \bar{\psi}_2, \) and \( \bar{\psi}_3 \) for the MOC, \( \psi_{\text{tw}} \), and \( \psi_{\text{Ek}} \) is illustrated in Fig. 3. Table 1 summarizes the variability amplitudes found for the subannual, seasonal, and interannual components \( \psi' \), \( \psi \), and \( \psi'' \) according to Eqs. (5)–(7). Except at 45°N, the largest variability contributions are found on subannual and seasonal time scales. At 10°N (Fig. 3a) \( \bar{\psi}_1 \) indicates a pronounced subannual variability for the MOC and the standard deviation for \( \psi' \) is 2.3 Sv. A more regular signal is observed for \( \bar{\psi}_2 \), which exhibits an annual cycle with maximum values occurring at the end of each year and a minimum at midyear. Peak-to-peak amplitudes are 10 Sv and the standard deviation for \( \psi \) is 2.9 Sv. The interannual evolution of \( \bar{\psi}_3 \) shows smaller changes with an std dev of 0.7 Sv for \( \psi'' \). At 26°N (Fig. 3b, top) a large variability is seen on subannual time scales, but the amplitude is slightly smaller (std dev 1.9 Sv for \( \psi' \)). On seasonal time scales there is no clear annual signal. Years with a single peak and trough alternate with years where several maxima/minima occur. The amplitude of the seasonal variability is smaller than at 10°N with a standard deviation of 1.3 Sv. The interannual signal is similar in amplitude to that at 10°N, with a standard deviation of 0.8 Sv. At 36°N (Fig. 3c) the subannual signal strength is similar to 26°N, but the seasonal signal is stronger. As at 10° and 26°N, the interannual signal provides the smallest contribution. A different picture is seen at 45°N (Fig. 3d), where the interannual variability provides the largest signal (std dev 1.8 Sv for \( \psi'' \)).

At 10°, 26°, and 36°N the subannual and seasonal variability seen for the MOC is reflected in both the thermal wind and the Ekman contributions (Figs. 3a–c, middle and bottom; Table 1). The annual cycle previously described for the MOC at 10°N is seen in the thermal wind as well as in the Ekman transport. Note that the variability of the two components are not in phase: the peaks and troughs of \( \psi_{\text{Ek}} \) lag those of \( \psi_{\text{tw}} \) by about 2 months (Fig. 3a). The amplitude of the variability is larger for \( \psi_{\text{Ek}} \) (std dev 2.3 Sv) than for \( \psi_{\text{tw}} \) (std dev 1.6 Sv). At 10°N the seasonal variability is linked to the meridional shift of the intertropical convergence

---

**Fig. 2.** Standard deviations obtained from monthly averages for the period from 1985 to 2003 for (a) the MOC, (b) the thermal wind (baroclinic) contribution \( \psi_{\text{tw}} \), and (c) the Ekman contribution \( \psi_{\text{Ek}} \). Units: Sv; the contour interval is 1 Sv.
zone (ITCZ) and with the associated wind stress changes. At 26° and 36°N, \( \psi_{tw} \) dominates the seasonal variability whereas both \( \psi_{tw} \) and \( \psi_{Ek} \) equally contribute to the subannual signal. At 45°N the main cause of the subannual and seasonal variability is the Ekman transport (Fig. 3d, Table 1). One feature common to all four latitudes is that \( \psi_{tw} \) accounts for a large fraction of the interannual variability, whereas only little variability is associated with \( \psi_{Ek} \) on these time scales (Fig. 3, Table 1).

An interesting feature illustrated in this section is that high-frequency variability (subannual, seasonal) is due to changes occurring in the density field as well as to the surface wind stress. The strength and pattern of

**Table 1.** Standard deviations for the MOC, the thermal wind contribution \( \psi_{tw} \), and the Ekman contribution \( \psi_{Ek} \) at selected latitudes. Values are shown for the total transports as well as for the subannual (\( \psi' \)), seasonal (\( \psi \)), and interannual (\( \psi^* \)) components for a depth of 1100 m. Units: Sv.

<table>
<thead>
<tr>
<th>Latitude (°N)</th>
<th>MOC</th>
<th>( \psi_{tw} )</th>
<th>( \psi_{Ek} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>( \psi' )</td>
<td>( \dot{\psi} )</td>
</tr>
<tr>
<td>10</td>
<td>4.4</td>
<td>2.3</td>
<td>2.9</td>
</tr>
<tr>
<td>26</td>
<td>2.9</td>
<td>1.9</td>
<td>1.3</td>
</tr>
<tr>
<td>36</td>
<td>3.1</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>45</td>
<td>3.1</td>
<td>1.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>
the wind field can vary on short time scales. This can be due to the alternating passage of high and low pressure areas at midlatitudes or seasonal changes such as the trade winds. For the density field it is less obvious what causes such rapid changes. One would rather expect the large-scale density field and the related meridional transports to change on longer time scales (decadal or more) that are typically required to allow the ocean circulation to adjust to changes (e.g., Dösch et al. 1994). In OCCAM changes of more than 5 Sv within a few months are not uncommon (Fig. 3). This suggests that depending on when “measurements” (e.g., a hydrographic section) are undertaken, different states of the MOC might be inferred. If one considers the total variability seen for the baroclinic contribution \( \psi_{tw} \) at 26°N (Fig. 3b, middle), measurements taken in early 1987 would yield a baroclinic transport of about 6 Sv. From a repeat section taken in early 1994 one would infer a baroclinic transport of about 12 Sv, indicating an apparent doubling of the MOC during that period. By looking at the complete time series, we see that this is not the case: the baroclinic transport oscillates around a mean value of 10 Sv and there is no obvious trend in the circulation.

c. Zonal structure of the meridional flow

Even if the total baroclinic variability ultimately depends on density differences between the eastern and western margins (Hirschi and Marotzke 2007), the mechanisms causing these differences might be found in the basin interior.

We examine the zonal structure of the density-driven flow by using the cumulative baroclinic transport,

\[
\psi_c(x, z) = \int_0^z \int_{x_e}^x v' \, dx \, dz,
\]

where \( v' \) is the baroclinic velocity component obtained from the thermal wind relation,

\[
v'(z) = \int_{-H}^0 v_z' \, dz = -\frac{g}{f\rho_s} \frac{\partial}{\partial z} \int_{-H}^0 \rho_x \, dz.
\]

The transport is integrated westward starting at the eastern boundary; \( x_e \) in Eq. (8) denotes the location of the eastern margin. The transport \( \psi_c \) highlights which longitudes contribute most to the variability of the basinwide transport. If the zonal integration in Eq. (8) is extended over the entire basin width, \( \psi_c \) is identical to the thermal wind contribution \( \psi_{tw} \).

The standard deviation of \( \psi_c \) provides a first idea of where the flow varies most. All four latitudes considered here show a similar pattern, with the largest variability occurring close to the western boundary (Fig. 4).

Relatively little variability is found east of the Mid-Atlantic Ridge. The maximum values of 28 Sv (36°N), 14 Sv (26° and 45°N), and 10 Sv (10°N) are found close to the western margin. The maximum standard deviations are higher than the values found for the basinwide integral (Fig. 4, Table 1) and there is a sharp decrease in the variability when the integration is extended to the western margin. The increased variability away from the western boundary is mainly due to the meandering of the boundary currents and the passage of eddies. A zonal shift of the western boundary current leaves an imprint in the cumulative transport but is not seen in the basinwide zonal integral unless the flow moves toward/away from a sloping margin in which case the external mode projecting onto the MOC can be affected due to upward/downward displacements of the flow. The large variability close to the western margin is consistent with previous modeling (e.g., Böning et al. 1991) and observational (e.g., Bryden et al. 2005b) studies that indicate large fluctuations in the western boundary current system.

Next, \( \psi_c \) is split into subannual, seasonal, and interannual components and is illustrated as Hovmöller diagrams for the depth of 1100 m where the thermal wind component \( \psi_{tw} \) and the MOC reach their maximum values (Figs. 5–7). The values shown result from a ver-
tical integration of $\psi_c$ from the surface to 1100 m. Except for $10^\circ$N the subannual variability (Fig. 5) is mostly confined to a band of longitudes adjacent to the western boundary. At $10^\circ$N the subannual variability shows fluctuations of more than 10 Sv. Even though these are mostly concentrated in the western third of the basin, zonal “stripes” that often start at, or close to, the eastern margin indicate variability farther east (e.g., in 1989, Fig. 5). West of $40^\circ$W there is some indication of westward propagation, but the signal is not clear. At...
26°N the subannual signal is weaker than at 10°N but still reaches values up to 8 Sv at the western boundary. Small fluctuations of less than 1 Sv characterize longitudes east of 75°W. Except for a few “ripples” in the basin interior no propagation pattern emerges. At 36°N the anomalies are larger (up to 20 Sv) and mostly confined west of 60°W. A stripy structure characterizes the smaller anomalies (values of up to 2 Sv) found farther east. The same picture is seen at 45°N but with smaller anomalies. Apart from the fact that the largest anomalies related to the subannual variability mainly occur close to the western boundary, zonal stripes of almost constant anomaly values characterize all latitudes. This indicates that some of the subannual variability is generated at the eastern boundary. An anomaly generated at the eastern boundary is seen across the entire basin, provided that no anomaly of opposite sign is encountered during the zonal integration.

On a seasonal time scale substantial anomalies can be found over a large fraction of the basin (Fig. 6). At 10°N near the western boundary the first half of each year is characterized by negative values, whereas positive values are typical for the second half of each year. The anomalies now stretch well into the eastern half of the basin. The signals originate from the eastern margin from where they propagate westward up to a longitude of 50°W. At 30°W the signal amplitude and the westward propagation speed both increase. The signals propagate from 30°W to the western boundary in a few months and the times when they reach the western wall coincide with the times when maximum and minimum values are found for the thermal wind contribution and the MOC. At 26°N the anomalies propagate from east to west and are amplified as they pass 40°W. Unlike at 10°N, where the anomaly pattern is the same each year, at 26°N some anomalies can be tracked for several years over a large fraction of the total basin width, whereas others are short lived. In general, the anomalies undergo several phases of growth and decay as they travel across the basin. An anomaly signal takes about 5 yr to cross the entire basin.

At 36° and 45°N the largest anomalies are confined close to the western boundary, and the basin interior is characterized by zonal anomalies to which no east–west propagation speed can be associated. At 36°N there are some indications of westward propagating signals that take about 5–7 yr to cross the basin, but the picture is not as clear at 26° or 10°N.

No westward propagating signals can be identified at 45°N: the zonal stripes dominating the eastern half of the basin indicate variability originating from the eastern boundary and the anomalies found in the western half of the basin do not exhibit any coherent pattern. This is consistent with the finding of Killworth and Blundell (2003b, 2005), whose ray trajectories show that waves do not propagate far at this latitude.

For the interannual variability (Fig. 7) a westward propagation can be seen for the anomalies at 26° and 36°N, but the picture is less clear than for the seasonal signal. Because these anomalies are much broader than the seasonal ones, it is more difficult to estimate the westward propagation speed, but generally the signals...
take around 5 years to cross the basin. No difference can be seen between the propagation speeds at 26° and 36°N. At 10° and 45°N no propagation patterns emerge. Especially on seasonal time scales the latitudes of 10°, 26°, and 36°N exhibit westward propagating features. This signal becomes clearer by removing the zonal mean of the values depicted in Fig. 6. The resulting propagation patterns (not shown) can be associated with Rossby wave activity. The westward velocities for the propagating features seen at 10°, 26°, and 36°N are 20, 4, and 3 cm s⁻¹, respectively. These values are similar to the phase speeds expected for the first baroclinic mode of Rossby waves at these latitudes (e.g., Gill 1982; Killworth and Blundell 2003a). In the results shown in Fig. 6 the Rossby signal is partially masked by other anomalies, especially at 10°N where an even faster signal (30–40 cm s⁻¹) is seen between 30°W and the western boundary. The mechanisms by which the seasonal anomalies are generated are not fully understood, but they could be linked to the wind stress. As shown by Sturges and Hong (1995) fluctuations of the thermocline at 32°N are linked to the wind stress, and the spectrum of the wind curl reveals a maximum at a 12-month period with values gradually increasing from east to west. These results suggest that the wind stress is likely to contribute to the westward amplification of the transport anomalies seen in our study.

d. Origin of thermal wind fluctuations

The results illustrated in Figs. 5–7 indicate that the variability in the thermal wind contribution involves changes over the entire basin width. For the interannual variability the time scale is long enough to allow a first adjustment phase of an ocean basin (e.g., Dösser et al. 1994). However, it is less clear what causes the variability on shorter time scales. Johnson and Marshall (2002) suggest that perturbations traveling from high northern latitudes to the equator as boundary-trapped Kelvin waves along the western boundary, as well as short and long Rossby waves, can modify the strength of the MOC on a seasonal time scale. There are indications that this mechanism is not responsible for the main seasonal signal seen in our study. A lag correlation between the seasonal signal for ψ_{tw} at given latitudes (26° and 45°N) and the signal at the other latitudes of the ocean basin does not indicate a northern origin of the seasonal variability that is consistent with a southward propagating Kelvin wave (Fig. 8). A seasonal variability signal that travels southward as a Kelvin wave should be reflected as a center of max-

Fig. 8. Lag correlations between the thermal wind contribution ψ_{tw} at 26°N, 1000-m depth and the values of the thermal wind contribution at all other latitudes and depths. (a) Lags are (top) 0, (middle) −1, and (bottom) −2 months, and ψ_{tw}(y), 0° ≤ y ≤ 70°N leads ψ_{tw}(y = 26°N); (b) as in (a) but for 45°N and ψ_{tw}(y), 0° ≤ y ≤ 70°N leads ψ_{tw}(y = 45°N). Only values larger or smaller than 0.5 and −0.5 are contoured; contour interval is 0.25.
mum correlation that gradually moves northward as the lag is increased. However, this northward shift is seen neither for 26° (Fig. 8a) nor for 45°N (Fig. 8b). At 26° and 45°N there is little spatial coherence. Shifting a few degrees north or south results in a significant drop in the correlation values. This indicates that the seasonal variability found for the thermal wind contribution at 26° or 45°N is not representative of the behavior of ψ_{tw} over the entire North Atlantic. It also implies that the seasonal signal is likely to be locally generated rather than as a consequence of processes at other latitudes.

To describe to what extent the variability signals originating from different longitudes contribute to the total changes seen for ψ_{tw} we look at the correlation between the variability found for ψ_{tw} at 1100-m depth and the cumulative transport ψ_{c}. Figures 9–12 show this correlation for subannual, seasonal, and interannual time scales at 10°, 26°, 36°, and 45°N. At 10°N the variability originating from the eastern boundary does not reflect the fluctuations of ψ_{tw}. Especially for the subannual and seasonal time scales low correlations are found close to the eastern margin (Figs. 9a,b). For the subannual and seasonal signals a substantial fraction of the total variability has its origin between 30° and 40°W where the correlation increases to 0.5 and 0.6. The highest values of more than 0.9 are reached when the zonal integration for ψ_{c} is extended all the way to the western margin, indicating that a substantial fraction of the total
variability is found close to the western boundary (Figs. 9a,b, left panels). Note that the correlation coefficient does not exactly reach 1 at the western boundary unless the margin is vertical from the surface down to at least 1100 m. For sloping sidewalls $\psi_c$ misses a small fraction of the flow because the zonal integration only reaches to the longitude of the margin at a given depth. For the interannual signal there is a higher correlation between the variability at the eastern wall and $\psi_{tw}$, denoting that on longer time scales the eastern boundary contributes to changes of $\psi_{tw}$ (Fig. 9c). Note that the correlation gradually decreases as the zonal integration for $\psi_c$ is extended westward and an anticorrelation of $-0.7$ is found at 61°W. It is only in the westernmost longitudes between 61° and 66°W that the correlation value increases to more than 0.9.

At 26°N correlation values between 0.4 and 0.5 are found close to the eastern margin for all three time scales (Fig. 10). For the subannual signal the correlation gradually decreases westward before it increases to 0.8 at the western wall (Fig. 10a). The correlation for the seasonal signal is characterized by local maxima and minima with an increase of the values close to the western margin (Fig. 10b). For the interannual signal extending the integration westward leads to a change in sign, and for a depth of 1000 m a correlation coefficient of about $-0.6$ is reached at 64°W. As for the subannual and seasonal signals the correlation coefficient increases to 0.7 when the zonal integration is extended to the western wall (Fig. 10c). On all time scales, the variability is partly due to fluctuations in the Straits of Florida where the correlation increases to values of up to 0.9 as the zonal integration is carried across the straits. Note that in OCCAM the fluctuations related to the Straits of Florida are likely to be underestimated since the simulated Florida Current only transports about 15 Sv and exhibits a smaller variability when compared with cable measurements (Baringer and Larsen 2001).
At 36°N values of 0.5–0.6 are found close to the eastern boundary for the variability on all three time scales (Figs. 11a,b). These high correlations remain relatively constant over much of the basin width. Between 60° and 70°W the positive correlations change to an anticorrelation between $\psi_{tw}$ and $\psi_c$. With values of $-0.4$, $-0.5$, and $-0.7$ for the subannual, seasonal, and interannual variability, respectively, the anticorrelation becomes more pronounced as longer time scales are considered. The final increase to values of more than 0.9 occurs in less than 1° of longitude, indicating that the western margin leaves a clear imprint on the total variability.

At 45°N only little variability originates from longitudes close to the eastern wall and the correlation values are less than 0.4 over much of the section (Fig. 12). As at 26°N, zonal bands of higher values alternate with lower values. High correlations are only reached on the western boundary, indicating that at 45°N most of the variability signal is likely to originate from the western boundary area.

For the interannual variability at 10°, 26°, and 36°N there is an anticorrelation between the cumulative transport $\psi_c$ in the top 1000 m of the ocean east of the western boundary area and the variability in the thermal wind contribution $\psi_{tw}$ to the MOC. In other words, a strengthening of $\psi_{tw}$ coincides with a weakening of the flow in the top 1000 m over a large part of basin. This is consistent with the idea put forward by Bryden et al. (2005a) who suggest that a weakening of the MOC coincides with a strengthening of the horizontal gyre circulation. This feature is not seen, or is at least less pronounced, for the subannual and seasonal variability where there is only little correlation or anticorrelation between the cumulative transport in the top 1100 m east of the western boundary area and the variability of the total transport $\psi_{tw}$. The results indicate that in order to capture the variability found in the thermal wind
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contribution $\psi_{tw}$ the entire cumulative transport $\psi_e$ between the eastern and western margins is required. Leaving out even a small fraction of the basin at the eastern or western margin can substantially change the results and lead to a variability signal that is not representative of the entire longitude–depth section.

5. Conceptual model for baroclinic variability

The overall variability found in the thermal wind contribution $\psi_{tw}$ is a function of density perturbations at the eastern and western boundaries. We have shown that these perturbations can have their origin not only at the boundaries, but also in the basin interior, from where they travel westward as baroclinic Rossby waves. Here we present a conceptual picture based on Rossby wave theory in order to assess the size of Rossby wave contributions to fluctuations in the thermal wind component $\psi_{tw}$ of the MOC.

To estimate the size of the changes the basic MOC calculation is revisited. From the thermal wind relation (4) and integrating from west to east (the depth and width are assumed constant for simplicity),

$$ f \int v_z \, dx = -g \frac{\Delta \rho}{\rho^F}, $$

where $\Delta \rho$ is the east–west density difference. An approximation to the MOC calculations using CTD data is to integrate up from a presumed level of no motion at the floor to give

$$ f \int dx \int_{-H}^{z} v_z \, dz \approx -g \int_{-H}^{z} \frac{\Delta \rho}{\rho^F} \, dz, $$

which is corrected by the subtraction of a spatially uniform northward velocity to give no net barotropic transport across the basin. (The actual calculation uses
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two different levels of no motion, but the simplification here permits useful analysis.)

Suppose a planetary wave signal is present at one or both of the eastern and western boundaries throughout the depth. This causes a perturbation of the density field on the boundaries and, so, adjusts the thermal wind calculation (Fig. 13 gives a schematic). The theory for such waves in the presence of mean flow and topography is discussed in a series of papers by Killworth and Blundell. We assume the waves to be long compared with the deformation radius, in agreement with remotely sensed data, so that the theory of Killworth and Blundell (2003a,b) applies. If the Welander (1959) $M$ function is defined, where $M = \frac{\rho}{H}$ pressure, then in a slowly varying formulation, we write

$$ M = F(z; \lambda, \theta) \exp(i k \lambda + l \theta - \omega t) $$

with respect to longitude $\lambda$ and latitude $\theta$ (so that the wavenumbers $k, l$ are dimensionless); $\omega$ is the wave frequency. We further assume that the north–south wavenumber $l$ is zero [Killworth and Blundell (2007) show that this makes little difference to the results]. The vertical structure $F$, which is proportional to the vertical velocity, satisfies

$$ L(F) = \left( \frac{F_z}{R} \right)_z + \frac{S}{R^2} F = 0, \quad (10) $$

where

$$ S = \frac{k N^2}{a^2 f \sin \theta} $$

is proportional to the local stratification $N^2$ and $a$ is the radius of the earth. The quantity $R$ is minus the local Doppler-shifted frequency (which varies with depth),

$$ R = \frac{k \pi}{a \cos \theta} - \omega. $$

Assuming $F(0) = 0$ and no normal flow at the bottom (sloping in general), the eigenvalue problem (10) can be solved for a given frequency to find a small and finite number of wavenumbers $k$. (The problem is actually one for the phase speed $a \cos \theta/k$, as only the ratio $\omega/k$ enters the calculation.) In the following we use the fastest of these modes, whose propagation speeds are known to fit those inferred from altimetry (Killworth and Blundell 2005). The eigenfunction $F$ is scaled by requiring agreement with observations of rms surface elevation $\eta$, by

$$ F_z(0) = g \eta. \quad (11) $$

A conservative, but typical, value of $\eta = 5$ cm is assumed; the results scale linearly with this value.

A Rossby wave of the above form at the western margin results in a perturbation to the standard calculation of the form,

$$ f \int dx \int_{-H}^{+H} \delta \nu_z \; dz = + g \int_{-H}^{+H} \frac{\delta \rho}{\rho^s} \; dz, \quad (12) $$

where the prefix $\delta$ implies a change from the mean quantity, caused by the perturbation. A wave present on the eastern side produces a similar estimate with a sign change. From the definition of $M$,

$$ F_{zz} = - g \frac{\delta \rho}{\rho^s} $$

so that

---

1 Note that the local northward velocity involves knowledge of $k$ (by geostrophy), but does not enter the calculation for the change in MOC.
\[
\int dx \int_{-H}^{\epsilon} \delta v_z \, dz = -\frac{1}{f} [F_z - F_z(-H)].
\]

Vertical integration generates \( \delta v \) itself, and a possible constant of integration must be determined. Three interpretations \( \delta \text{MOC} \), \( \delta \text{MOC}' \), and \( \delta \text{MOC}'' \) are considered since there is no completely consistent way to reproduce the in situ integration across the basin assumed by Hirschi and Marotzke (2007).

The first interpretation assumes that \( \delta v \) remains small near the bottom; the calculation of Hirschi and Marotzke (2007) implicitly assumes this to be the case. The change in the MOC at some depth \( z_{\text{ref}} \) (taken here as 1100 m, approximately the depth of maximum MOC) is given by

\[
\delta \text{MOC} = \int dx \int_{-H}^{z_{\text{ref}}} dz' \int_{-H}^{\epsilon} \delta v_z(z') \, dz' = -\frac{1}{f} [F(z_{\text{ref}}) - F(-H) - (z_{\text{ref}} + H)F_z(-H)].
\]

The second interpretation uses the fact that \( \delta v \) is proportional to \( F_z \) by geostrophy (\( F_z \) being the pressure), so does not become small at the bottom. Simple integration from \(-H\) to \( z_{\text{ref}} \) of \( \delta v \) then gives an alternative form:

\[
\delta \text{MOC}' = -\frac{1}{f} [F(z_{\text{ref}}) - F(-H)].
\]

Last, we require that there is no net north–south flow produced by either the west or east component of the perturbation (though there is no reason that these should be coherent across the basin). Then we write (13) as

\[
\int dx (\delta v - \delta v_b) = \int dx \int_{-H}^{\epsilon} \delta v_z \, dz = -\frac{1}{f} [F_z - F_z(-H)],
\]

where \( \delta v_b = \delta v(-H) \), and require that

\[
\int dx \int_{-H}^{0} dz \, \delta v = 0
\]

so that

\[
-H \int dx \delta v_b = -\frac{1}{f} [F(0) - F(-H) - HF_z(-H)].
\]

Then, since \( F(0) \) vanishes,

\[
\delta \text{MOC} = -\frac{1}{f} \left[ F(z_{\text{ref}}) + \frac{z_{\text{ref}}}{H} F(-H) \right],
\]

and we shall quote the values of all three possible formulations for comparison. For a flat bottom, the condition of no normal flow implies \( F(-H) = 0 \) so that \( \delta \text{MOC}' = \delta \text{MOC}'' \).

The full change to the MOC involves both west and east boundaries. It is likely that the wave processes at the two boundaries are incoherent, that there is no available data connecting the phases at the eastern and western margins, and that surface forcing of waves during their propagation serves to destroy the phase information. So, writing

\[
\delta \text{MOC(full)} = \delta \text{MOC(west)} \exp(i\phi_{\text{west}})
\]

\[
+ \delta \text{MOC(east)} \exp(i\phi_{\text{east}}),
\]

where the \( \phi \) are unknown phases, then

\[
\text{rms}[\delta \text{MOC(full)}] = \frac{1}{2^{1/2}} [\delta \text{MOC(west)}^2 + \delta \text{MOC(east)}^2]^{1/2}
\]

can be used to estimate the amplitude of the combined eastern and western contributions.²

The size of the expected value of \( \delta \text{MOC} \) can be estimated by considering the simplest model in which the buoyancy frequency is constant, there is no mean flow, and the bottom is flat. The (lowest internal mode) perturbation solution is \( F = (g\eta H/\pi) \sin[\pi(z + H)/H] \), giving

\[
\delta \text{MOC} = -\frac{g\eta H}{\pi f} \left[ \sin \left( \frac{\pi(z_{\text{ref}} + H)}{H} \right) - \frac{\pi(z_{\text{ref}} + H)}{H} \right],
\]

\[
\delta \text{MOC}' = \delta \text{MOC}'' = -\frac{g\eta H}{\pi f} \frac{\pi(z_{\text{ref}} + H)}{H},
\]

both of whose magnitudes are \( O(g\eta H/\pi f) \), which is about 6 Sv. Plots of the absolute value of these quantities (Sv) for \( H = 4000 \) m are shown in Fig. 14 as a function of latitude. The rms value would be \( 2^{1/2} \) times this.

The reliability of this simple estimate depends on the density structure and flow profiles. For any more complete problem, data processing follows the approach of Killworth and Blundell (2003a,b) to obtain solutions for

² If more than two stations are used to estimate the MOC (Baehr et al. 2004), then the effects of wave activity at stations intermediate between west and east will tend to cancel, by geostrophy, apart from the smaller effects of differing depths \( H \) at different stations.
At any given location, the positions of “west” and “east” are found by specifying a target depth, and for each latitude using the $1^\circ \times 1^\circ$ average of the 5-minute global bathymetry and topography dataset ETOPO5 (National Geophysical Data Center 1988) to locate the point respectively farthest west or east of the Mid-Atlantic Ridge with a depth at least the target depth. The density field is computed from the World Ocean Atlas dataset (Antonov et al. 1998a,b,c; Boyer et al. 1998a,b,c). In some cases near steep topography, solutions cannot be found because the thermal wind shear cannot be reliably estimated down to the bottom; in other cases there may simply be no solution.

Figure 15 shows the equivalent of Fig. 14, but using the in situ buoyancy frequency (retaining no flow and a bottom depth of 4000 m, taken to be locally flat), as well as the rms estimate of the full signal. While the $\delta$MOC$^w$ signal remains $O(5\ Sv)$, the $\delta$MOC signal drops to $O(2\ Sv)$ over much of the latitude range.

Figure 16 shows the $\delta$MOC values as a function of latitude, again for a depth of 4000 m, when mean flow and bottom slope are both included. The mean flow is calculated from the density by thermal wind and then adjusted so as to be purely baroclinic. It is clear that the three definitions often give radically different estimates, both in magnitude and sign (since the phase, and by implication the time scale, is unknown, the sign is only relevant when comparing the $\delta$MOC and $\delta$MOC$^w$ estimates with each other). Near the equator, large values are found due to the division by a small $f$. As noted, there are some missing values where solutions propagating solely along lines of latitude cannot be found.

The combination of west and east yields the rms values in Fig. 17. This shows that almost everywhere variations of a few Sverdrups are to be expected from the existence of realistic Rossby waves.

The contribution of $\delta$MOC$^w$ corresponds most closely to the calculation of $\psi_{tw}$ in OCCAM [Eq. (3)], and can therefore be compared with the variability found for $\psi_{tw}$. The combined contributions from $\delta$MOC$^w$ and $\delta$MOC$^e$ suggest that for most latitudes between 5$^\circ$ and 50$^\circ$N the Rossby wave activity can be linked to MOC contributions of several Sverdrups (Fig. 18). Since $\delta$MOC$^w$ and $\delta$MOC$^e$ are representative of maximum contributions, the values shown in Fig. 18 are generally higher (1–7 Sv) than the standard deviation found for $\psi_{tw}$ (0.5–4 Sv, Fig. 2b). It is interesting to note that the
vertical structure of the fluctuations depicted in Fig. 2b and Fig. 18 is similar. In both cases the maximum variability is found close to the 1100-m value assumed for $z_{ref}$ on the basis of the circulation simulated in OCCAM. This suggests that the conceptual picture based on fluctuations of the first baroclinic mode is consistent with the variability found in the eddy-permitting model for $\psi_{sw}$.

Changing the ocean depth to 4500 m, say, (not shown) has small quantitative but not qualitative effects on the solutions. In summary, we conclude that the ubiquity of planetary waves can cause variations in the value of the MOC by $O(3–4)$ Sv.

6. Discussion

One question that has not been fully addressed yet is what causes the anomalies in the density field that lead to changes in the thermal wind contribution. For changes originating from the eastern boundary, such as those seen at 26° and 36°N, a plausible mechanism has been suggested by Köhl (2005) who argues that wind-driven downwelling and upwelling close to the eastern boundary can disturb the isopycnal structure and therefore the basinwide east–west density gradient. Developing this idea further, it is conceivable that such changes propagate westward as Rossby waves. In this study a clear indication of Rossby wave activity can be found at 10°, 26°, and 36°N (Fig. 6). The wave signals generally undergo several phases of growth and decay as they travel across the basin. Sometimes the wave signal disappears and other times it amplifies as it propagates westward, allowing it to reach the western wall where it affects the basinwide density difference. The waves do not have to originate from the eastern margin itself. It is conceivable that the combined activity of the surface forcing (wind, heat, $E – P$, sea level pressure fluctuations) or baroclinic instabilities generate Rossby waves in the basin interior as well. This would be consistent with Killworth and Blundell (2007) or with Sturges and Hong (1995) who show a link between changes of the thermocline and the wind stress at 32°N. The amplification of anomalies seen for the cumulative transport at certain longitudes (e.g., 30°W at 10°N or between 40° and 50°W at 26°N, see Fig. 6) is linked to a variability in the isopycnal slope at those longitudes. However, it has to be said that, apart from 10°N where the anomalies in the cumulative transport $\psi_{sw}$ can clearly be linked to the changes in the zonal and meridional wind stress, the exact mechanisms are diff-
cult to pinpoint for 26°, 36°, and 45°N. At the western boundary the density structure is likely to be affected by Kelvin and short Rossby waves as well. The fact we do not see transport anomalies propagating equatorward does not mean that the mechanisms described in Johnson and Marshall (2002) do not occur in our model. Southward propagating signals are very hard to detect because of anomalies generated at all latitudes by the surface forcing. In our study the locally generated anomalies are large enough to blur any clear boundary-trapped signal traveling equatorward.

The approach used in our conceptual theoretical model to calculate MOC anomalies is the same as that commonly used for observational data (hydrographic sections or mooring data). In both cases the meridional transport is calculated from zonal density differences. The theoretical results are a first step in understanding the large variability found on short time scales for the thermal wind (baroclinic) contribution in the numerical model. This large variability is one of the difficulties one might encounter when interpreting real ocean data.

One of the major aims of MOC studies based either on hydrographic sections or on observing systems, such as those deployed in the RAPID framework, is to provide reliable information about the current state of the MOC and maybe, even more importantly, to assess whether the MOC is undergoing a major rearrangement. The results shown in this paper indicate that significant fluctuations of the MOC can occur on very short time scales. However, these fluctuations are short lived and are not representative for a long-term trend that is of climatic relevance. As the theoretical results in section 5 show, such short-term fluctuations could be linked to local Rossby wave activity. Such MOC fluctuations also mean that a consistent weakening of the MOC might be masked unless the MOC is monitored over a long period of time (Baehr et al. 2007). However, there might be ways to separate the MOC variability into signals that are relevant to the climate or not. As indicated in section 4d, an anticorrelation can be seen between the variability found for the thermal wind contribution and the cumulative transport east of the western boundary area on interannual time scales. This anticorrelation is not seen or is at least much smaller on the subannual and seasonal time scales. A detailed analysis of this behavior and its robustness is beyond the scope of the present paper, but could be an area worth investigating.

7. Conclusions

Based on our study of the MOC variability on subannual, seasonal, and interannual time scales we conclude the following:

- Both wind stress and variations in the thermal wind contribute to the total variability seen for the MOC. In the numerical model used here the wind stress–related fluctuations are mostly confined to subannual and seasonal time scales, whereas the thermal wind leads to variations on interannual time scales as well.
- Even on subannual and seasonal time scales a large fraction of the MOC variability is due to fluctuations of the density field.
- The perturbations of the density field and the related meridional transport anomalies can have their origin at the western and eastern margins as well as in the basin interior. On seasonal time scales there is only little meridional coherence for the variability found in the thermal wind contribution, thus indicating that it is most likely locally generated rather than a response to high- or low-latitude processes.
- On seasonal (and to a lesser extent subannual) time scales, anomalies of the meridional transport propagate westward with the characteristic phase speed of baroclinic Rossby waves. Clear westward propagating signals are seen for 10°, 26°, and 36°N. No westward propagation can be seen at 45°N.
- A conceptual model based on the assumption that the basinwide meridional transport is modified according to the phase difference between Rossby waves at the eastern and western boundaries suggests that Rossby wave activity could account for short-term (seasonal or shorter) fluctuations of several Sverdrups for the thermal wind contribution to the MOC.
- The presence of large short-term variability for the MOC is likely to affect the interpretation of real ocean data from both hydrographic sections and observing systems such as the ones deployed in the framework of RAPID.
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