On multi-scale dispersion under the influence of surface mixed layer instabilities and deep flows
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A B S T R A C T
A series of large eddy simulations is used to assess the transport properties of multi-scale ocean flows. In particular, we compare scale-dependent measures of Lagrangian relative dispersion and the evolution of passive tracer releases in models containing only submesoscale mixed layer instabilities and those containing mixed layer instabilities modified by deeper, baroclinic mesoscale disturbances. Visualization through 3D finite-time Lyapunov exponents and spectral analysis show that the small scale instabilities of the mixed layer rapidly lose coherence in the presence of larger-scale straining induced by the mesoscale motion. Eddy diffusivities computed from passive tracer evolution increase by an order of magnitude as the flow transitions from small to large scales. During the time period when both instabilities are present, scale-dependent relative Lagrangian dispersion, given by the finite-scale Lyapunov exponent (κ), shows two distinct plateau regions clearly associated with the disparate instability scales. In this case, the maximum value of κ over the submesoscales at the surface flow is three times greater than κ at the mixed layer base which is only influenced by the deeper baroclinic motions. The results imply that parameterizations of submesoscale transport properties may be needed to accurately predict surface dispersion in models that do not explicitly resolve submesoscale turbulent features.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Motivation

Many of the most important practical applications of ocean models involve predicting the transport of coastal pollutants, oil spills, biogeochemical tracers, drifting acoustic sensors and mines. In these cases, the predictive skill of a model depends almost entirely upon the spatio-temporal accuracy of the modeled velocity fields. Satellite data assimilation can result in approximately realistic representation of the phase and speed of the model mesoscale features. Recent developments in our understanding of transport in time-dependent flows indicate that the slow-time variability of long-lasting features such as mesoscale eddies and jets are critical to the computation of so-called Lagrangian Coherent Structures (LCS, Haller, 2002; Shadden et al., 2005) which delineate regions of chaos and barriers to transport. In fact, satellite ocean images of sea surface temperature (SST) and ocean color have stimulated development of techniques to assimilate Lagrangian quantities analogous to LCS to improve modeled velocity fields (Titaud et al., 2011). Nevertheless, satellite images also indicate that there is an explosion of flow instabilities at scales below the radius of deformation. A particular example was noted from MODIS SST data during the Lateral Mixing (LATMIX) cruise in May–June 2011 in the Gulf Stream region (Fig. 1). Entrainment of a warm filament from the Gulf Stream along the periphery of a cyclonic eddy with a diameter of approximately 150–200 km resulted in the growth of sinusoidal features with a wavelength of 10–20 km (Fig. 1a–c). These features evolved quickly, changing shape during 6-hourly satellite image updates and disappearing completely after about three weeks of their onset (Fig. 1d). This was by no means an isolated event. Similar phenomena were observed several other times during the two month observation period as permitted by cloud cover and the 1 km pixel resolution of MODIS sensors. These types of motions, with spatial scales ranging from O(100) m to O(10) km and evolution time scales of a few days, are
generally referred to as submesoscale flows (McWilliams, 1985) and have received considerable interest in the recent literature (Mahadevan and Tandon, 2006; Boccaletti et al., 2007; Fox-Kemper et al., 2008; Thomas et al., 2008; Capet et al., 2008a; Mahadevan et al., 2010). This interest is driven in part by fundamental questions concerning the nature of the ocean’s energy cascade; namely how do apparently stable mesoscale motions dissipate energy to the smallest scales, and how mesoscale and submesoscale features coexist and interact (Müller et al., 2005; McWilliams, 2008; Klein and Lapeyre, 2009). Given the difficulties involved in both observing and computing flow instabilities and features at widely disparate ocean scales, questions also arise concerning whether the integrated effects of rapidly-evolving and short-lived motions at scales below the radius of deformation \( R_d \) significantly impact mesoscale transport processes.

1.2. Theoretical background on relative dispersion

Questions on transport are best addressed in the Lagrangian framework

\[
\frac{dr}{dt} = \mathbf{v}(t) = \mathbf{u}(\mathbf{x}, t),
\]

where \( \mathbf{r} \) is the space vector, \( \mathbf{v}(t) \) is the temporal evolution of the Lagrangian velocity vector of a particle along its trajectory and \( \mathbf{u}(\mathbf{x}, t) \) is the corresponding Eulerian velocity field. Following Poje et al. (2010), and denoting the trajectory by \( \mathbf{x}(\mathbf{a}, t) \) where \( \mathbf{x}(\mathbf{a}, t_0) = \mathbf{a} \), the relative separation of a particle pair is given by

\[
D(t, D_0) = D_0 + \int_{t_0}^{t} \Delta \mathbf{v}(t, D_0) dt',
\]

where the Lagrangian velocity difference is defined by

\[
\Delta \mathbf{v}(t, D_0) = \mathbf{v}(\mathbf{a}_1, t) - \mathbf{v}(\mathbf{a}_2, t).
\]

Statistical quantities of interest are the relative dispersion \( D^2(t) \) and relative diffusivity \( K(t) \),

\[
D^2 = \langle (D - D_0)^2 \rangle \quad \text{and} \quad K(t) = \frac{1}{2} \frac{dD^2(t)}{dt} = \langle \mathbf{D}(t, D_0) \cdot \Delta \mathbf{v}(t, D_0) \rangle,
\]

where \( \langle \cdot \rangle \) is the average of over all particle pairs. Eq. (2) is equivalent to

\[
K(t) = 2 \int_{t_0}^{t} \langle (\mathbf{v}(\mathbf{a}, t) \cdot \Delta \mathbf{v}(\mathbf{a}, t')) dt' - 2 \int_{t_0}^{t} \mathbf{D}(\mathbf{a}_1, t) \cdot \mathbf{v}(\mathbf{a}_2, t') dt' + \mathbf{D}_0 \cdot \Delta \mathbf{v}(t, D_0).
\]

Fig. 1. An example of submesoscale instabilities from MODIS SST images in the Gulf Stream region during the LATMIX cruise. (a) Entrainment of a warm filament around a cyclonic eddy, \( t = 0 \) (May 1, 2011). (b) The onset what appears to be mixed layer instabilities at \( t = 1 \) day. (c) Formation of sinusoidal perturbations along the rim of the cyclonic eddy at \( t = 2 \) days. (d) The state of the eddy at \( t = 22 \) days.

The relative diffusivity is then the sum of three contributions. The first term on the right hand side of Eq. (3) is simply twice the absolute diffusivity of individual trajectories given by the single particle Lagrangian auto-correlation, $\lambda\langle\delta\rangle$ denotes averaging over particle pairs, and $\langle\delta\rangle$ over single particles. The second term is the cross-correlation of pair velocities. The third term, the correlation between initial pair separation and velocity differences, is expected to decay in time as particles lose memory of their initial state.

The asymptotic behavior of the relative dispersion for small and large times is well established (Batchelor, 1952; Babiano et al., 1990; LaCasce, 2008). For short times, the velocity difference of particles that are initially close is approximately constant and $D^2(t) \approx t^2$ while $K(t)$ grows linearly in time (ballistic regime). For large times (large separation distances), both the second and third terms in Eq. (3) decay to zero as the velocities along each trajectory become uncorrelated. $K(t)$ becomes constant and the asymptotic growth of $D^2(t)$ is linear (diffusive regime).

At intermediate time and separation scales where two point velocity statistics are correlated, the question of the behavior of the relative dispersion is less clear, especially in geophysical flows where the effects of rotation and stratification typically lead to the formation of energetic coherent vortex structures. For statistically homogeneous flows, Richardson's regime (Richardson and Apr, 1926), $D^2 \sim t^2$, is often observed and is consistent with both the Kolmogorov-Kraichnan inverse energy cascade in 2D turbulence (Batchelor, 1952) and the saturation of two-point Lagrangian-acceleration correlations (Babiano et al., 1990; Castilla et al., 2007). This issue is clarified by Bennett (1984) (see also Castilla et al., 2007; LaCasce, 2008), the scaling of the relative dispersion is related to the local slope of the energy spectrum of the underlying Eulerian velocity field, $E(k) \sim k^{-\beta}$, yielding $D \sim t^{2/3-\beta}$ for $1 < \beta < 3$, and $D \sim e^{\lambda t}$ for $\beta > 3$. Thus, considering a typical 2D geophysical turbulence kinetic energy spectrum consisting of dual cascade, one expects an exponential regime of the relative dispersion in the enstrophy cascade range of $\beta = 3$, while Richardson scaling is obtained in the inverse cascade regime if $\beta = 5/3$. The exponential regime is also obtained in the limits of small separation and smooth velocity fields, where $\text{d}D/\text{d}t \sim \dot{V}_u \cdot \text{D}$ and $\dot{V}_u$ is independent of the separation distance, so that $D \sim e^{\lambda t}$, with $\lambda$ being the Lyapunov exponent.

The global averaging operation over all particle pairs in the definition of the relative dispersion does not allow a systematic investigation of the effects of disparate scales of motion on the dispersion statistics. For this purpose, we also consider the finite-scale Lyapunov exponent, FSLE, introduced by Arthale et al. (1997) and Aurell et al. (1997):

$$\lambda(\delta) = \frac{\ln(\delta)}{(t(\delta))}. \quad (4)$$

Here $(t(\delta))$ is the average time (over the number of particle pairs) required to separate from a distance of $\delta$ to $2\delta$. The logarithmic relation follows from the limiting case of vanishing initial pair separation in smooth velocity fields, for which the exponential separation rate given by $\dot{\delta} = \ln(D(t)/D(0))/t$ reduces to the classical Lyapunov Exponent as $t \to \infty$. The explicit dependence of the FSLE on the separation scale $\delta$ allows one to isolate the contribution of dynamics at different space scales to particle separation. FSLE is not only more robust with respect to the average $D^2(t)$ at large scales that are typically dominated by those particles with largest separations (thus also small pair numbers), but also the FSLE highlights the relative dispersion over the submesoscales. Interestingly, the FSLE appears to be closely related to metrics from information theory in that it is not only a measure of the predictability time of the dynamics at different spatial scales, but also a measure of the degree of randomness and information content (Gaspard and Wang, 1993; Costa et al., 2005). The relationship between the regimes of the FSLE and $D^2$ is readily established (Boffetta et al., 2000). The Richardson regime implies $\lambda(\delta) \sim \delta^{-1}$, ballistic motion implies $\lambda(\delta) \sim \delta^{0}$ and the diffusive regime is given by $\lambda(\delta) \sim \delta^{-1}$.

The scale-dependent dispersion laws in the oceanic context are schematically summarized in Fig. 2. For separation scales larger than $R_s$ geophysical turbulence leads to Richardson scaling, or in the presence of strong shear flows such as western boundary currents, to ballistic scaling. For $\delta \gg R_s$, on the order of the circulation scale, one can expect diffusive scaling associated with uncorrelated pair velocities. Observations from historical datasets of both surface (Davis, 1985; Lacerota et al., 2001) and subsurface (LaCasce and Bower, 2000) Lagrangian measurements clearly show the existence of the diffusive regime at large separation scales where the motion is uncorrelated, while the mesoscale range is typically characterized by a Richardson regime (Ollitrault et al., 2005).

For dispersion in the submesoscale range, the focus of the present investigation, far less is known observationally. Conceptually, one can post two hypotheses:

- **Hypothesis-I**: The submesoscale field is weak enough to be completely controlled by the mesoscale eddy field and thus does not exert direct influence on particle/tracer transport. This is equivalent to a steep kinetic energy spectrum, $\beta > 3$, so that $D \sim e^{\alpha t}$ (with $\alpha = \lambda_{\text{max}}$ in Fig. 2) for $\delta \ll R_s$. In this non-local regime (Bennett, 1984), relative dispersion is scale independent, resulting from the stretching and folding produced by mesoscale eddies of significantly larger scale.

- **Hypothesis-II**: If submesoscale processes are energetically important (spectral slope $\beta < 3$), they exert control on relative dispersion at their own scale (local regime). Assuming a smallest measurement or dissipation scale of $\delta_s \approx 10 \text{ m}$ and $R_s \approx 10^4 \text{ m}$, classical Richardson scaling of the relative dispersion in the submesoscale regime yields $\lambda_{\text{max}}/\lambda_{\text{max}}^3 = 10^2$. A dynamically active submesoscale therefore produces much faster growth of a tracer patch than that expected on the basis of non-local transport. If (and where) Hypothesis-II holds in the ocean, large surface dispersion errors are to be expected in models resolving processes only at the scale $R_s$.

Hypothesis-II implies a continuous range of scales with sufficiently shallow spectral energy slope, conceptually consistent with an inverse cascade from the submesoscale through the mesoscale. Alternate possibilities exist, namely...

![Fig. 2. A schematic depiction of FSLE regimes in the multi-scale setting of the ocean.](image-url)
the appearance of submesoscale motions produced by mixed-layer instabilities at length scales spectrally distinct from the smallest mesoscale motions. If the spectral gap between the submesoscale and mesoscale is sufficiently large, then scale-dependent dispersion metrics should show two distinct regimes of local transport properties as sketched in the curve labeled Hypothesis-II in Fig. 2.

1.3. Scale-dependent FSLE in the submesoscale regime

A representative compilation of scale-dependent FSLE, \( \lambda(\delta) \), from models is shown in Fig. 3a and Table 1. All models show an exponential regime at scales \( \delta < R_d \), with a value of the maximum FSLE, \( \lambda_{\text{max}} \), being in the range of \( 0.3 \leq \lambda_{\text{max}} \leq 2 \) day\(^{-1} \). The magnitude of \( \lambda_{\text{max}} \) is found to be given by the strain dominated regions of the flow field (Poje et al., 2010; Haza et al., 2010). In particular, a good correlation was found with positive (hyperbolic) values of

\[
Q^+ = A^{-1} \int Q \, dA, \quad \text{for } Q > 0, \quad \text{where} \quad Q = S^2 - \omega^2 = \left( \frac{\omega_x}{\omega_x} + \frac{\omega_y}{\omega_y} \right)^2 + 4 \left( \frac{\omega_x}{\omega_x} - \frac{\omega_y}{\omega_y} \right) \frac{\omega_x}{\omega_x} \frac{\omega_y}{\omega_y}
\]

is the Okubo–Weiss criterion (Okubo, 1970; Weiss, 1991). \( S^2 = \left( \frac{\omega_x}{\omega_x} - \frac{\omega_y}{\omega_y} \right)^2 + \left( \frac{\omega_x}{\omega_x} + \frac{\omega_y}{\omega_y} \right)^2 \) is the square of the horizontal strain rate, \( \omega^2 = \left( \frac{\omega_x}{\omega_x} - \frac{\omega_y}{\omega_y} \right)^2 \) the square of horizontal vorticity, and \( A \) is the sampling area. For instance, using a simple scaling of \( Q^+ \sim DU/R_d \), and taking as the speed change in the hyperbolic regions \( DU \sim 0.30 \text{ m/s} \), and \( R_d \approx 50 \text{ km} \) for the Gulf Stream, we get \( \lambda_{\text{max}} \approx 0.6 \text{ day}^{-1} \) which falls within the computed range from models. The range of \( \delta \) over the exponential plateau indicates the size of the smallest resolved eddies.

Scale-dependent dispersion results from numerical models which do not explicitly resolve the submesoscale are essentially constrained to be consistent with Hypothesis-I in Fig. 2. They rely on the assumption of smooth, differentiable velocity fields at scales \( \epsilon(2\Delta x) \). The same holds true for the LES model explicitly resolving the submesoscale. Here there is a well defined plateau in the FSLE at the smallest scales, but the overall domain size is too small to address the role of mesoscale features in transport and stirring. In fact, none of the model-based FSLEs in Fig. 3a results from truly multi-scale simulations; either the mesoscale or the submesoscale eddies are well resolved, but not both together.

A compilation of results from observational studies is given in Table 1 and in Fig. 3b. Even though the world ocean has been extensively sampled by drifters over the past few decades (Lumpkin and Pazos, 2007), the main objective until recently has been to estimate the basin scale mean flow, or local velocity, or single particle diffusivity from individual drifter trajectories. Subsequently, we are aware only of five data sets in which either clusters of drifters at submesoscale initial separations were launched specifically to estimate relative dispersion (Koszalka et al., 2009; Lumpkin and Elipot, 2010; Haza et al., 2010; Schroeder et al., 2011; Berti et al., 2011), or the original data density allowed estimation of relative dispersion at such scales (LaCasce and Ohlmann, 2003). While drifters experience the net effect of almost all scales of motion in the ocean, the resulting \( \lambda(\delta) \) is subject to errors arising from low particle numbers at the submesoscales, even if particles get close enough.

We note that some of the observationally-estimated \( \lambda_{\text{max}} \) values are much higher than those from models, sometimes by a factor of up to 20. In particular, Lumpkin and Elipot (2010) estimated \( \lambda_{\text{max}} \approx 10 \text{ day}^{-1} \) from drifters launched in the Gulf Stream. These drifters were launched in winter and under strong wind forcing conditions. VHF radar observations in the Gulf of La Spezia also reveal high values within the range of 4 day\(^{-1} \leq \lambda_{\text{max}} \leq 7 \) day\(^{-1} \) (Haza et al., 2010). This could be due to high strain rates induced by the complex geometry of the Gulf.

Perhaps more noteworthy for the purposes of the present study is the lack of a clear and unique FSLE plateau over the submesoscale range in some observational studies. The finding of Lumpkin and Elipot (2010) is consistent with Hypothesis-II, while Berti et al. (2011) put forward two distinct FSLE plateau, presumably one associated with the mesoscale and the other with the submesoscale eddies.

1.4. Objectives

In this study, we seek to capture two different classes of motions through large eddy simulations (LES). The first class of motions is the mixed layer instability (MLI, Boccaletti et al. (2007)), which is a clear mechanism for the direct generation of submesoscale fields. The second class of motions are those of deeper baroclinic flows. Both types of motions can be classified as baroclinic instability converting available potential energy into eddy kinetic energy, with the first one initiated by surface density fronts generated by atmospheric forcing, and the second one by large scale horizontal density gradients at depth. Since these two instabilities are stacked in the vertical direction, with MLI being mainly confined approximately to the mixed layer depth (e.g., Fig. 4a in Özgökmen et al. (2011)), it is not clear a priori how they would interact, and in particular,
The paper is organized as follows: The model configuration and the parameters of the numerical experiments are outlined in Section 2. The results presented in Section 3 consist of a description of the flow fields, computation of relative dispersion to explore whether Hypothesis-I or II holds, and an investigation of uncertainties associated with anticipated sampling practices in oceanic experiments. Our principal findings and future directions are summarized in Section 4.

2. Numerical methods

2.1. Hydrodynamic model configuration and parameters

This numerical study is conducted using Nek5000, which integrates Boussinesq equations based on the spectral element method (Patera, 1984; Maday and Patera, 1989; Fischer, 1997). Nek5000 has been previously used in idealized studies of gravity currents (Özgökmen et al., 2004a; Özgökmen et al., 2004b; Özgökmen and Fischer, 2008) and these results have formed the basis of refined parameterizations of gravity current mixing for an ocean general circulation model (Chang et al., 2005; Xu et al., 2006). Nek5000 was also employed in studies of exchange flows (Ilicak et al., 2009), the development of subgrid-scale (SGS) models in large eddy simulations (LES) of mixing in stratified flows (Özgökmen et al., 2007; Özgökmen et al., 2009a; Özgökmen et al., 2009b), and most recently, in the investigation of mixed layer instabilities (Özgökmen et al., 2011; Özgökmen and Fischer, in press).

Nek5000 is configured to integrate the non-dimensionalized Boussinesq equations:

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nabla p + \nabla^2 \mathbf{u} &= \mathbf{F} - \beta \mathbf{z} \times \mathbf{u} - 9 \frac{R}{Re} \nabla^2 \mathbf{u}, \\
\nabla \cdot \mathbf{u} &= 0,
\end{align*}
\]

where the non-dimensional parameters are the Reynolds number \(Re = U_0 H_0 / \nu\), the Peclet number \(Pe = U_0 H_0 / \kappa\), the Froude number \(Fr = U_0 / (H_0 \sqrt{g})\), and the vertical Rossby number \(Ro = \frac{U_0}{(H_0 / f)}\), where \(Ro = U_0 / (f L)\) is the Rossby number and \(a = L / H_0\) is the ratio of horizontal and vertical domain sizes. \(U_0\) is the flow speed scale, \(H_0\) the total fluid depth, \(\nu\) is the kinematic viscosity, \(\kappa\) is the molecular diffusivity, \(g\) is the gravitational acceleration, \(\rho_0\) is the fluid density, \(N\) is the buoyancy frequency, \(f\) is the Coriolis frequency (a constant here) and \(\mathbf{z}\) is the unit vector in the vertical direction.

In (5), \(\nabla \cdot \mathbf{u} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z}\) is the material derivative and the variables are considered to be spatially filtered velocity \(\mathbf{u} = (u, v, w)\).

Fig. 4. Vertical cross-sections for the density perturbation fields used to initialize (a) Exp-I, and (b) Exp-II.

whether or how deeper instabilities influence the surface transport. In order to minimize aliasing errors that can arise from the rapid evolution of turbulent features, we base our diagnostics on Lagrangian measurements, namely those derived from synthetic particles and tracer fields. The main objective of this study is to determine if and how Hypothesis-II holds true in the computed fields. To our knowledge, this is the first modeling study in which a scale-dependent measure of particle transport is explored in the presence of two, distinct scales of instability.
pressure \( p \), and density perturbation \( \rho' \). The subgrid scale terms \( \tau = \overline{uu} - uu \) and \( \sigma = \overline{\rho u} - \rho u \), arise due to spatial filtering with LES. Here, we use the dynamic Smagorinsky SGS model for \( \tau \) and \( \sigma \). The reader is referred to Özgökmen et al. (2009a); Özgökmen et al. (2009b) for further details.

In addition to (5), two equations related to particle and tracer based sampling strategies are also solved using Nek5000. The first is the advection–diffusion equation for a passive scalar (tracer) field \( C \):

\[
\frac{DC}{Dt} = -\nabla \cdot \left( \frac{D}{\rho} \nabla C \right) + \mathbf{J}.
\]

(6)

The other is the Lagrangian advection equation for passive, neutrally buoyant particles,

\[
\frac{d\mathbf{x}}{dt} = \mathbf{u},
\]

(7)

where \( \mathbf{x} \) represents the (3D or 2D) time dependent particle position.

The experiment set up is quite similar to that in Özgökmen et al. (2011) and the reader is referred to this paper for brevity here. The model parameters are listed in Table 2. There are two main differences from the study in Özgökmen et al. (2011): the first is the domain size and the second is related to the initial stratification.

The domain size is set to \( L = 25,000 \text{ m} \) in the horizontal and \( H_0 = 750 \text{ m} \) in the vertical directions, respectively. A larger domain than that in Özgökmen et al. (2011) is needed in order to allocate space for the deeper instability that tends to generate larger eddies than by MLI. The domain is descretized using a number of elements of \( K_x = K_y = 32 \), \( K_z = 8 \). The elements are equally spaced in the horizontal direction and surface intensified in the vertical, as in Fig. 1b of Özgökmen et al. (2011). A polynomial order of \( r = 13 \) is chosen so that the total number of grid points is \( n = (K_x r + 1)(K_y r + 1)(K_z r + 1) = 18,258,345 \). The grid spacing within each element changes according to the distribution of Gauss–Labatto–Legendre quadrature points that are clustered close to the inter-element boundaries to reduce Gibbs oscillations, where the maximum spacing is \( \Delta(x)_{\text{max}} \approx \frac{\epsilon}{\pi} \) and the minimum is \( \Delta(x)_{\text{min}} \approx \frac{\epsilon}{\pi} \) for a given element length \( \epsilon \). The mesh spacings are 17 m \( \lesssim \Delta(x,0,0) \lesssim 94 \text{ m} \) and 0.75 m \( \lesssim \Delta(z) \lesssim 4 \text{ m} \) (the vertical spacings are listed for the element closest to the upper boundary). The computation time for one model time step scales with \( K_x K_y K_z \epsilon^{-4} \).

It is important to attain the largest separation between the eddies generated by the MLI and deeper instabilities so that their relative effect on transport can be distinguished. The radius of deformation in the mixed layer is \( R_{\text{ML}} = \left( \frac{H_0}{\rho_0} \right) \ln(10^4)h_0 \), where \( h_0 \) is the mixed layer depth and \( \rho_0 \) is the density change across the surface front. The radius of deformation below the mixed layer is

\[
R_d = \frac{\int \left( \Delta \rho \rho' - \Delta \rho_{\text{ML}} \rho'_{\text{ML}} \right) (H_0 - h_0) dH}{\int \left( \Delta \rho \rho'_{\text{ML}} - \Delta \rho_{\text{ML}} \rho'_0 \right) (H_0 - h_0) dH},
\]

where \( \Delta \rho \) is the change across the entire depth. If we assume that the size of the eddies is approximately proportional to these deformation scales, one gets

\[
R_d/R_{\text{ML}} = \frac{\int \left( \Delta \rho \rho' - \Delta \rho_{\text{ML}} \rho'_{\text{ML}} \right) (H_0 - h_0) dH}{\int \left( \Delta \rho \rho'_{\text{ML}} - \Delta \rho_{\text{ML}} \rho'_0 \right) (H_0 - h_0) dH}.
\]

Therefore, a weak front in a shallow mixed layer is needed in order to attain a high \( R_d/R_{\text{ML}} \).

The mixed layer depth is taken as \( h_0 = 25 \text{ m} \) (thereby, \( H = H_0 + h_0 \approx 30 \text{ m} \)) as a function of the direction \( dh \) along which one moves away from \( a \) by considering

\[
dh(t) = f_j(a) dh(t_0) .
\]

Table 2

<table>
<thead>
<tr>
<th>( L )</th>
<th>( H_0 )</th>
<th>( Re )</th>
<th>( Pe )</th>
<th>( Pr )</th>
<th>( Ro )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25,000 m</td>
<td>750 m</td>
<td>10^3</td>
<td>7 \times 10^5</td>
<td>0.1</td>
<td>0.02</td>
</tr>
</tbody>
</table>

2.2. Finite-time Lyapunov exponents

Visualization of the turbulent coherent features in a flow field can provide insight into the underlying multi-scale interactions. Temporal evolution of the flow fields can be depicted using 3D plots of \( \rho' \) which effectively help visualize the net effect of turbulent motions on the state of the restratification. However, the dependence of \( \rho' \) on the initial stratification may mask contributions of turbulent coherent structures to the stirring at all scales and, since \( \rho' \) is an active Eulerian quantity, its evolution may not fully reflect the inherent transport pathways of passive tracers in the flow. To this end we also calculate fields of the purely Lagrangian based, short-time finite-time Lyapunov exponents (defined in the following) to visualize transport barriers in the flow field.

In the notation introduced above, Lagrangian transport is described by integral curves \( \mathbf{y} \) that are solutions to ordinary differential equation (7). The intuitive understanding associated with integral curves is that of massless particles that are advected through a domain by a vector field \( \mathbf{u} \). For the category of Lipschitz-continuous vector fields, which are satisfied by the overwhelming majority of applications, existence and uniqueness of solutions to (7) is guaranteed and numerical integration methods can be used to approximate the solution.

In this context, the definition of the finite-time Lyapunov exponents (FTLE) relies on concepts from the theory of dynamical systems; there, the Lyapunov exponent is defined to characterize the rate of separation of infinitesimally close trajectories as time approaches infinity. The idea behind FTLE is to apply this concept in the context of finite-time flow fields and to define a measure of local separation in terms of the trajectories of closely seeded particles.

Considering the position of a particle starting at position \( a \) at time \( t_0 \) after advection along the vector field until time \( t \) can be formulated as the flow map \( \mathbf{x}(a,t) \). A linearization of the local variation of this map around the seed position \( a \) is given by its spatial gradient or Jacobian \( f_j(a,t_0) = \nabla_x \mathbf{x}(a,t_0) \) around \( a \). This gradient can be used to determine the maximal dispersion after time \( t_0 \). The FTLEs are defined as the function \( \lambda(t) = f_j(a) dh(t) \).

\[
\frac{\partial \lambda}{\partial t} = f_j(a) dh(t).
\]

http://www.csi.cuny.edu/cunyhpc/.
Maximizing \(|dh(t)|\) over all possible unit directions \(dh(t_0)\) corresponds to computing the spectral norm of \(J_t\); thus, maximizing the dispersion of particles around \(a\) at \(t_0\) is equivalent to evaluating
\[
A_t(a, t_0) := \sqrt{A^{\text{max}}(J_t(a, t_0)^T J_t(a, t_0))},
\]
where \(A^{\text{max}}\) denotes the maximum eigenvalue. To obtain an average exponential separation rate, the logarithm is applied and the result is normalized by advection time to obtain
\[
\sigma_t(a, t_0) := \frac{1}{|t - t_0|} \log (A_t(a, t_0)).
\]
This rate is called the \textit{finite-time Lyapunov exponent} (FTLE), and can be evaluated for both forward-time and backward-time advection. As shown in Shadden et al. (2005) ridges in local extreme fields of \(\sigma\) can be used to extract finite time analogs of stable and unstable hyperbolic manifolds.

To obtain the results presented in the following, 3D FTLE fields are computed on the basis of particles released over half of the domain and integrated forward for two days. Particles are advected using a fifth-order adaptive Runge–Kutta scheme (DOPRI5, cf. Prince and Dormand (1981)) for computational efficiency. The seed points are arranged over a regular grid with a resolution of \(n_x = 501\), \(n_y = 251\), \(n_z = 51\), necessitating the computation of \(6,413,301\) particles in total for each investigated time step. We use central differences to evaluate \(J_t\) in (9).

In addition to the 3D plots of \(\rho^t\) and FTLEs, a passive scalar is used. The passive scalar field can provide similarities in visualization to the FTLE, but the tracer field evolves under a complex balance between sharpening of gradients by chaotic advection and smoothing by diffusion (Pierrehumbert, 1994; Pattanayak, 2001; Sundaram et al., 2009), and requires suitable initial conditions.

3. Results

3.1. Description of the flow fields

Throughout the entire 173 day evolution, the flow fields in Exp-I are characterized by mixed layer eddies (Fig. 5). These eddies are a few hundred meters in diameter and their vertical extent is confined approximately to the depth of the mixed layer as captured by the FTLE. The restratification is carried out by these eddies and by the propagation of inertia-gravity waves, apparently emitted from the frontal region, across the mixed layer. Since these waves are only marginally resolved in the present model we focus primarily on the eddy-driven turbulent exchange. Very little activity can be observed in deeper ocean, as indicated by almost unperurbed \(\rho^t = 0.5\) isopycnal at all times.

The evolution of Exp-II is quite similar to that of Exp-I for approximately the first 100 days of integration, during which MLI act as perturbations to excite the growth of baroclinic instability in deeper layers (Fig. 6a). At \(t = 131\) days the growth of meanders with a wavelength of approximately 8 km is clearly visible (Fig. 6b). While these meanders originate in deeper layers, they have a clear surface signature. The MLI eddies are now imbedded in and transported by these meanders, which we will term mesoscale hereafter. The FTLE fields clearly show that MLI stretch under the strain exerted by the mesoscale meanders, losing their vortex structure and creating fine-scale filaments. In addition, the FTLE fields indicate that mesoscale transport barriers begin extending vertically well below the mixed layer base. At \(t = 160\) days, turbulent coherent structures appear to be almost entirely controlled by the mesoscale motions. While the snapshot of the surface density perturbation field still depicts some hints of submesoscale filaments surrounding the mesoscale meanders, the FTLE is almost entirely free from such structures (Fig. 6c). This indicates that at this stage, the transport is fully dictated by the mesoscale flows. The computation is terminated shortly after the mesoscale flows start interacting with the closed boundaries of the domain (Fig. 6d). At this point in time, mesoscale meanders have generated several coherent eddies with a diameter of roughly 5 km and these structures lack pronounced signs of submesoscale features.

Wave number spectra of kinetic energy \(KE = (w^2 + u^2 + v^2)/2\) are computed on the basis of 201 horizontal surface profiles between the periodic lateral boundaries in the entire domain. The KE is normalized by the average instantaneous kinetic energy from these profiles. Most of the broad-band perturbations used to initialize the front decay over the first week of the computation (not shown). In the case of Exp-I, there is a clear signal at wave number \(k = 1,500 m^{-1}\) at \(t = 29\) days (Fig. 7a), which is associated with the formation of submesoscale eddies (Fig. 5a). At \(t = 41\) days, the KE peak at submesoscales has broadened a bit, giving indications of downward energy cascade. Apparently, this trend is persistent, because we still encounter a sharp KE peak centered around \(k \approx 1/500 m^{-1}\), as well as a new one at \(k \approx 1/250 m^{-1}\) at \(t = 102\) days. (Such scales should be explicitly well resolved by the model.) At \(t = 168\) days, the spectra between these two peaks (maybe also scales a few hundred meters larger than \(500 m\)) are replaced by a broad band regime. Slope in this quite narrow wave number regime is not as steep as \(k^{-3}\). It is consistent with \(k^{-5/3}\) (3D forward energy cascade) or with \(k^{-2}\). A spectral slope of \(k^{-2}\) was put forward by Capet et al. (2008b) on the basis of simulations of the submesoscale-rich California Current.

The behavior of KE spectra is different in Exp-II (Fig. 7b). At \(t = 102\) days, when we note the first signs of the emergence of mesoscale meanders (Fig. 6a), there is no KE peak centered around a narrow wave number. But rather a smooth regime in the range of approximately \(1/2500 m^{-1} < k < 1/250 m^{-1}\) with a spectral slope consistent with \(k^{-5/3}\) or \(k^{-2}\) is obtained. Apparently, the submesoscale eddies that emerged in Exp-I can lose their coherence under even small amounts of external strain. At \(t = 131\), there is no change in the wave number regime of \(1/2500 m^{-1} < k < 1/250 m^{-1}\), but a peak at \(k = 1/4000 m^{-1}\) emerges consistent with the distinct mesoscale meander in Fig. 6b. At \(t = 160\) days, the spectral slope is approximately \(k^{-2}\) for \(1/4000 m^{-1} < k < 1/250 m^{-1}\). This is a clear indication that the most energetic turbulent features of the flow field now reside at the mesoscales.

In order to investigate the turbulent exchange across the frontal zone, we determined the trajectory carried out by eddies of such different scales, the horizontal second moment of the passive scalar field is computed. Regarding the passive scalar initial conditions, we consider a stream-wise independent form
\[
C(x, t = 0) = \exp \left( -\frac{(x - x_c)^2}{\ell_x^2} \right) \exp \left( -\frac{y^2}{\ell_y^2} \right),
\]
where \(x_c = 12.500\) m is at the center of the domain, \(\ell_x = 500\) m and \(\ell_y = 100\) m. While this initial condition amounts to tracer volumes significantly larger than those feasible in oceanic experiments, this volume is necessary to estimate accurately the turbulent frontal exchange given the model resolution. The challenge associated with modeling a realistic amount of tracer release was studied in Özgökmen and Fischer (in press).

We consider the second moment of passive scalar, or its mean square displacement in the \(x\) direction:
\[
\sigma_{2x}^2(z_0, t) = \frac{\int f(x, y, z_0, t) C(x, y, z_0, t) dxdy}{\int C(x, y, z_0, t) dxdy},
\]
where integrals are limited by the domain size, \(x\) is the cross-front direction, \(z_0\) is the depth at which horizontal second moment of
tracer is computed and \( \bar{x} \) is the instantaneous center of mass of tracer distribution,

\[
\bar{x}(z_0, t) = \frac{\iint x C(x, y, z_0, t) \, dx \, dy}{\iint C(x, y, z_0, t) \, dx \, dy}
\]  
(13)

In Exp-I, \( \sigma_x^2(t) \) grows approximately linearly in time (Fig. 8a). This implies that the spreading of the passive tracer concentration field averaged along the front, \( \overline{C} \), within the entire mixed layer in \( x \)-direction can be described by a normal diffusive process:

\[
\frac{\partial \overline{C}}{\partial t} = \kappa_x \frac{\partial^2 \overline{C}}{\partial x^2},
\]  
(14)

with \( \kappa_x \) being an effective diffusivity that can be extracted from the mean square displacement as (Sundermeyer and Ledwell, 2001)

\[
\frac{\partial \sigma_x^2(z_0, t)}{\partial t} = 2 \kappa_x(z_0).
\]  
(15)

From Fig. 8a, we obtain for Exp-I, \( \kappa_x \approx 0.25 \text{ m}^2/\text{s} \). No difference within the mixed layer is observed; \( \sigma_x^2(z_0 = 0 \text{ m}, t) \approx \sigma_x^2(z_0 = 25 \text{ m}, t) \). The time evolution of \( \sigma_x^2 \) in Exp-II is nearly identical to that in Exp-I until about \( t = 80 \text{ days} \). For \( 80 \text{ days} \leq t \leq 120 \text{ days} \), we observe a slight slow down in the tracer mean square displacement, which could be because the front cannot continue to expand at its previous pace during the initial formation of the mesoscale meanders. For \( t > 120 \text{ days} \), \( d\overline{\sigma_x^2}/dt \) settles to \( 10 \text{ m}^2/\text{s} \), or \( \kappa_x \approx 5 \text{ m}^2/\text{s} \), namely deep mesoscale eddies enhance the turbulent exchange across the front by 20-fold with respect those carried out by the submesoscale eddies. In regard to comparison of these values to those estimated from ocean measurements, a good agreement is found with diffusivities in the range of \( 0.3-4.9 \text{ m}^2/\text{s} \) estimated from dye releases over a continental shelf (Sundermeyer and Ledwell, 2001).

It is of some interest to explore the sensitivity of tracer mean square displacement estimates to the spatial resolution of the sampling. This is because in ocean experiments, the dye is usually tracked with a single ship and this approach can result in a significant subsampling of the tracer volume. To this end, we have coarsened the mesh spacing over which \( \sigma_x^2 \) is computed gradually from \( \Delta x = \Delta y = 100 \text{ m} \) to \( \Delta x = \Delta y = 1000 \text{ m} \), \( \Delta x = \Delta y = 2000 \text{ m} \), and \( \Delta x = \Delta y = 4000 \text{ m} \). While this is not identical to errors that may result from a vertical profiler tow-yo’d behind a ship traveling at 2–4 kts (Sundermeyer and Ledwell, 2001), it is useful to get some insight into inherent sensitivities of this metric. Overall, we find that \( \sigma_x^2 \) is very robust to spatial subsampling (Fig. 8b).
3.2. Relative dispersion

While it is fairly obvious from Figs. 6, 7a and 8a that mesoscale flow ultimately dominates at all depths and the MLI eddies become much less pronounced when surface fronts are strongly coupled with deep mesoscale instabilities, it is not yet clear whether MLI eddies directly contribute to tracer/particle dispersion. Such a signal is best identified during the phase when the flow transitions from the MLI to mesoscale eddy regime, namely when both instabilities coexist. This transition regime can be quantified on the basis of both a visual inspection of Fig. 6 and $r^2(x, t)$ in Fig. 8a. Broadly speaking, we are then interested in the period $100 \text{ days} \leq t \leq 150 \text{ days}$, since only MLI exists before, and mesoscale deep baroclinic motions prevail afterwards.

We select a rectangular region with dimensions $5 \text{ km} \times 5 \text{ km}$ along the front at $t = 102$ days for both cases to launch the Lagrangian particles (Fig. 9). In choosing the size of the launch area, we not only cover the approximate width of the turbulent frontal zone at that time, but also take into account some practical aspects of oceanic experiments; the fronts should be wide enough to be identified by MODIS SST images, and it should be feasible to launch drifters over such an area within several hours, namely before a portion of the drifters undergo large separations resulting in a reduction of pair numbers at submesoscale distances. Particles are released in a regular array of 51 triplets in each direction, with inter-particle distances of 20 m within each triplet and the triplets spaced 100 m apart. Particles are released at the top, middle and bottom of the mixed layer at $z_0 = 0 \text{ m}$, $z_0 = 10 \text{ m}$, and $z_0 = 25 \text{ m}$. A total of $3 \times 51 \times 51 = 7803$ particles are released at each of the three depth levels for a total of release of 23409 particles. Using all three $(u, v, w)$ velocity components, Lagrangian particles are advected online (the entire hydrodynamic code was rerun with a time step of 100 s) in order to minimize errors associated with temporal subsampling of the flow field. As discussed by Haza et al. (2008), temporal smoothing of model velocity fields (their Figs. 5, 6) can influence the values of $\kappa_{\text{max}}$ of interest here.

We compute both classical and scale dependent relative dispersion measures but rely mostly on investigating the shape of $z(\delta)$ given our hypotheses in Fig. 2. The precise definition of the FSLE as given by Eq. (4) requires a choice of which particle pairs to include in the averaging. In simulations where one can efficiently compute trajectories for dense arrays of initial conditions, it is natural to consider separation time statistics only for original pairs, namely particle pairs initially separated by some small distance. To increase the number of pairs at small separation distances for sparse (observational) data sets, one may consider separation times from
so-called chance pairs; any pair of particles separated (at any time) by the given value of \( d \). In the calculation of \( k(d) \), original pairs are used with the full set of drifters, but we resort to chance pairs for estimating \( k(d) \) when investigating more realistic drifter numbers.

The coefficient in (4) is taken to be \( a = \frac{1}{2} \) and FSLE is plotted only when pair numbers exceed 10. The reader is referred to Haza et al. (2008); Poje et al. (2010); Haza et al. (2010); Schroeder et al. (2011) for a multitude of sensitivity tests regarding the computation of \( k(d) \) from models and ocean data.

The FSLEs at the three levels within the mixed layer in Exp-I are shown in Fig. 10a. The behavior is qualitatively similar to those in our previous study (Özgökmen et al., 2011, their Fig. 11) in that we see Richardson/ballistic type of scaling for \( d > 500 \) m, the scale of the MLI eddies, and a gradual trend towards FSLE plateau for smaller separation scales. The limiting FSLEs are \( \lambda_{\text{max}}(z_0 = 0 \text{ m}) = 0.80 \text{ day}^{-1} \), \( \lambda_{\text{max}}(z_0 = 10 \text{ m}) = 0.45 \text{ d}^{-1} \), and \( \lambda_{\text{max}}(z_0 = 25 \text{ m}) = 0.27 \text{ day}^{-1} \).

The results from Exp-II reveal two distinct FSLE plateau in the surface and near-surface \( z_0 = 0 \) m and \( z_0 = 10 \) m (Fig. 10b) levels. The first plateau exists for \( d < 4000 \) m, which is consistent with the scale of deep mesoscale eddies, and the other for \( d < 400 \) m, corresponding to mixed layer eddy scale. A single FSLE plateau is observed for particles launched at the mixed layer base, \( z_0 = 25 \) m. At this level, MLI eddies are absent and particle transport is the result of deep, mesoscale structures. At separation scales larger than \( \frac{d}{C_2^4} \approx 1 \text{ km}, \) the dispersion is completely independent of launch depth clearly indicating that relative dispersion at these scales is entirely determined by the mesoscale field.

The results from Exps. I–II are combined in Fig. 10c by superimposing \( k(d; z_0 = 0) \) min Exp-I with \( k(d; z_0 = 0) \) min Exp-II and \( k(d; z_0 = 25) \) min Exp-II. This figure highlights the fact that \( \lambda_{\text{max}}(z_0 = 0 \text{ m}) \) in Exp-II is strongly influenced by MLI eddies, while there is a complete collapse of this curve with the one from \( z_0 = 25 \) m for \( d > 1000 \) m, namely for scales at which the influence of MLI eddies on particle separation fade away and that of deeper eddies remain. Given that surface drifters remain confined to \( z = 0 \), the reduction in the peak small-scale values of \( \lambda \) from Exp-I to Exp-II is a direct reflection of the loss of energy of the small-scale MLI structures under deformations by the mesoscale field. The observation of two distinct plateau within the mixed layer, resulting from the dispersive action of two scales of coherent eddies at depth is the primary original accomplishment of this study.
To check the statistics of the FSLE calculation, we estimate the limiting \( \lambda \) by assuming \( D^2(t_2) = D^2(t_1) \exp(2Z_0(t_2 - t_1)) \) with \( t_2 > t_1 \). Thereby, \( Z_0 = \frac{1}{2} \ln \left( \frac{D^2(t_2)}{D^2(t_1)} \right) / (t_2 - t_1) \). For \( z_0 = 0 \) in Exp-I, we select \( t_1 = 102.25 \) and \( t_2 = 104.19 \) days with \( D^2(t_1) = 0.0005 \text{ km}^2 \) and \( D^2(t_2) = 0.0112 \text{ km}^2 \) for the exponential regime, while for \( z_0 = 25 \) m in Exp-II, \( t_1 = 116.66 \) and \( t_2 = 116 \) days with \( D^2(t_1) = 0.0005 \text{ km}^2 \) and \( D^2(t_2) = 0.0290 \text{ km}^2 \) are taken. The comparison of the \( \lambda_{\text{max}} \) from the FSLE and \( D^2(t) \) shows excellent agreement (Table 3).

### 3.3. Uncertainty analysis of scale-dependent FSLE

For the purpose of designing real ocean experiments, it is of interest to address the following questions:

(i) What is the sensitivity of \( \lambda(\delta) \) to the number of Lagrangian particles? In particular, how many particles are needed to get good estimates of \( \lambda(\delta) \)?

(ii) What is the length of time needed for sampling? What type of errors result from a reduction of the needed sampling period?

(iii) Can \( \lambda(\delta) \) errors be reduced by changing the initial launch configuration?

The question (i) is of obvious importance since 7803 drifters are not feasible to deploy in ocean experiments of present time. While (i) was addressed in Özgökmen et al. (2011) within the context of MLI flows, it is not clear whether similar results would hold in the presence of multi-scale instabilities. Question (ii) is also of great practical importance since with 900 s temporal sampling used here, the batteries in commercial drifters last for a maximum of about 15 days. As the testbed to address the issues, flows at \( z_0 = 0 \) m in Exp-II are chosen, since two distinct FSLE plateau are obtained in this case.

Fig. 11 shows \( \lambda(\delta) \) curves resulting from 289, 96 and 32 particles integrated for 58 days, as in the case of 7803 particles, which is considered to be the truth. For all these cases with a reduced number of drifters, chance pair calculation is conducted. The results indicate that very consistent estimates of \( \lambda(\delta) \) can be obtained even for 32 drifters. There is a difference by a factor of up to two for 2 km < \( \delta < 8 \) km between the curves obtained from original versus chance pairs. This is similar to what is shown in Fig. 10 of Poje et al. (2010) and it is because the original pair method tends to emphasize the statistics of the fastest separating particles at large \( \delta \).

Since new and inexpensive drifter designs are likely to make the launch of 96 and 289 drifters a reality in the near future, we focus on these numbers to investigate (ii). The time of integration is reduced from 58 days to 30 and 15 days. Fig. 12 shows that the FSLE plateau associated with submesoscale MLI motions is accurately captured in all cases, while the second mesoscale FSLE plateau is not apparent in any of these cases. By inspecting Fig. 8a, it is seen that a 15-day integration between 102 days ≤ \( t \) ≤ 117 days is not well placed to sample the onset of dispersion by deep mesoscale eddies. From Fig. 12, one notes again how accurately the FSLE metric provides insight into the scale-dependent dispersive action of the underlying flow field.

Several modifications in the initial launch configuration are then carried out in order to improve the chances of particles for capturing the double FSLE plateau regime. First, the launch time is shifted to \( t = 120 \) days, namely nearly to the onset of dispersion driven by deep flows (Fig. 8a). Given the episodic coexistence of
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Fig. 9. Top view of density perturbation fields at \( t = 102 \) days in (a) Exp-I, and (b) Exp-II. The left and right partitions show the fields at depths levels of 0 m and 25 m, respectively. The dashed square marks the region over which particles are launched.
submesoscale and mesoscale flows, the timing of sampling emerges as one of the primary critical points. Second, the along-front launch distance is increased from 5 km to 10 km, that permits us to cover a wavelength on the scale of mesoscale eddies. Third, the minimum spacing between drifters is increased to 100 m, which is much smaller than the size of submesoscale eddies and allows the growth of separation scales at shorter sampling periods. Finally, drifters are released in pairs as opposed to triplets in order to cover this area using 96 particles.

Under this modified launch strategy, it is found that marginally accurate results displaying both submesoscale and mesoscale FSLE plateau are obtained with 96 particles and 30 days of sampling period (Fig. 13). When the integration period is reduced to 7 days, the mesoscale FSLE plateau is not visible anymore, and at 3 days of observation, there are increased errors for the submesoscale FSLE.

**Table 3**

<table>
<thead>
<tr>
<th></th>
<th>Exp-I $z_0 = 0$ m</th>
<th>Exp-II $z_0 = 0$ m</th>
<th>Exp-II $z_0 = 25$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{max}}$ (day$^{-1}$)</td>
<td>0.80</td>
<td>0.52</td>
<td>0.17</td>
</tr>
<tr>
<td>$\lambda_0$ (day$^{-1}$)</td>
<td>0.79</td>
<td>0.55</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Fig. 10. The FSLE $\lambda(\delta)$ from releases at 0 m (black) 10 m (blue) and 25 m (green) in (a) Exp-I and (b) Exp-II. Superposition of (c) FSLEs and (d) relative dispersion $D^2(t)$ at 0 m in Exp-I (green), 0 m (black) and 25 m (blue) in Exp-II. (For interpretation of color in figures, the reader is referred to the Web version of this article.)

Fig. 11. The sensitivity of FSLE $\lambda(\delta)$ in Exp-II from releases at 0 m to the number of Lagrangian particles.
plateau. Original pair estimation is more oscillatory than with chance pairs, and extends to smaller separation distances because of lower pair numbers attained.

Overall, we find that a good estimate of the submesoscale FSLE plateau can be obtained from only a few days of Lagrangian particle trajectories. This creates the possibility of launching drifters and retrieving every few days before they disperse beyond the reach of a single ship in order to check the presence of high-strain submesoscale events in the ocean. Nevertheless, an order of magnitude longer observation time is needed to capture the dispersive action of mesoscale features in the flow field, in a clear reflection of the scale separation between these two instabilities. Therefore, both fast-sampling (on the order of 10 min) and long-lasting (on the order of 1–2 months) drifter configurations are needed in ocean observation campaigns in order to resolve transport resulting from both submesoscale and mesoscale events.

4. Summary and conclusions

This study is motivated by a recent observation of the emergence of submesoscale features along the rim of a cyclonic Gulf Stream ring. These submesoscale features developed within days after a cyclonic (cold core) ring entrained warm water from the Gulf Stream, but apparently completely dissipated within three weeks of their emergence. Submesoscale features have been notoriously difficult to observe in situ, while remote sensing instruments provide occasional glimpses into their structure and rapid evolution. The implication of the multi-scale interaction in this particular case is that submesoscale flows appear sporadically because special circumstances are needed for their formation, and dissipate quickly under the action of mesoscale stirring.

During the time period when both the mesoscale eddy and submesoscale features coexist, the question arises as to which scales control transport. The primary objective of this study is to investigate the validity of two contrasting hypotheses: Hypothesis-I where mesoscale eddies exert non-local control over small scale transport and Hypothesis-II where dispersion and transport at the submesoscales is governed by eddying motions at local scales. The implication of Hypothesis-I is that mesoscale eddy-resolving data-assimilating (current generation) OGCMs would provide adequate predictions in applied important problems such as transport of coastal pollutants and oil spills, while Hypothesis-II would indicate that OGCMs would significantly underestimate the dispersion of a passive pollutant until the patch size grows to the scale of the local radius of deformation. Another complementary objective of
this study is to provide insight into the question of whether and how instabilities below the mixed layer influence surface transport.

LES is used to assess transport properties of multi-scale ocean flows. In particular, the initial density perturbation field is specified in a way that MLI eddies are approximately an order of magnitude smaller than deeper eddies. A parallel experiment is configured for comparison in which the stratification below the mixed layer has no available potential energy, and thereby no independent turbulent coherent structures from the surface motion can form. In particular, we compare scale-dependent measures of Lagrangian relative dispersion and the evolution of passive tracer releases in numerical experiments containing only submesoscale MLI, and MLI modified by deeper, baroclinic mesoscale disturbances.

Visualization of turbulent coherent structures through 3D FTLE and analysis of surface kinetic energy wavenumber spectra show that smaller scale instabilities in the mixed layer rapidly lose their coherence in the presence of larger scale straining induced by mesoscale motions. Tracer-based eddy diffusivity computed to quantify the turbulent exchange across the mixed layer front yields approximately $k_s \approx 0.25 \text{m}^2/\text{s}$ uniformly within the mixed layer depth in the case of MLI only, but increases to $k_s \approx 5 \text{m}^2/\text{s}$ as the flow transitions to mesoscales. This result is likely to be related to shallow mixed layer depths representative of summer conditions in the North Atlantic. Winter mixed layers are typically an order of magnitude deeper, possibly creating large enough mixed layer eddies that can survive the larger scale straining for long periods.

The scale-dependent FSLE $\lambda(d)$ curves for both cases are computed by releasing 7803 synthetic particles within a 5 km by 5 km square over the front at three levels within the mixed layer. The numerical experiment in which only the MLI is present leads to results consistent with Hypothesis-II, namely a single FSLE plateau emerges at separation scales smaller than the MLI eddies. Given the small length-scales and energy of the MLI eddies, however, the inverse cascade produces a relatively weak mesoscale flow over the limited time period examined. The separation times increase approximately linearly with separation scale for all scales greater than approximately 300 m. The primary new advance made by this study is that during the period when both MLI and deeper instabilities are present, $\lambda(d)$ at 0 and 10 m depths show two distinct plateaux closely associated with the disparate instability scales. There is a complete collapse of these curves with the one calculated from particle releases at 25 m for separation distances larger than the scale of MLI eddies ($d > 1000 \text{m}$), indicating that larger scale motions are controlled by deep instabilities. While we do not directly compare flows with and without submesoscale features, the strong effect of such small-scale features on surface transport can be inferred from the significant differences in the dispersion characteristics observed above and below the mixed layer depth in Exp II.

These results indicate the distinct possibility of Hypothesis-II holding, at least episodically, in the upper ocean. For computational reasons, we have examined a situation with two disparate length scales imposed. One could, however, easily imagine multiple mixed layer fronts driven by a range of lateral buoyancy gradients forming eddies of various scales with their mutual interaction creating a nearly continuous spectrum of submesoscale features. Parameterizations to compensate for the dispersion defect between Hypothesis-I and Hypothesis-II for the submesoscales in OGCMs have been put forward recently (Haza et al., 2012).

Given that simultaneous release thousands of drifters is currently not feasible in oceanic experiments, but numbers on the order of one hundred can be readily considered in dedicated studies, the sensitivity of $\lambda(d)$ is explored to the number of drifters and duration of the trajectories so that both plateau can be captured. The results indicate that the submesoscale plateau emerges readily with even 32 drifters, while timing and duration are important considerations to reveal both plateaux. Timing is important in that submesoscales do not coexist with mesoscales perpetually while the drifters must sample the flow field long enough to separate under slower evolving mesoscale motions. The results imply that a field experiment would require fast sampling drifters (on the order of minutes) and at least one-month long trajectories to span the scale separation. An implicit assumption made here is that the position error of drifters is negligible with respect to the distance traveled during the sampling intervals. This is a rather severe assumption in light of the existing technology (Ohlmann et al., 2005) and will be subject to a future investigation.

Acknowledgments

We greatly appreciate the support of the Office of Naval Research and National Science Foundation via Grants N00014-09-1-0267, DMS-1025223, and OPP-09329 (Collaborative Mathematics and Geoscience, CMC grants) under the Multidisciplinary University Research Initiative (MURI) on Dynamical Systems Theory Ocean 3D+1 grant. This research was made possible in part by a grant from BP/The Gulf of Mexico Research Initiative. We thank all members of the Lateral Mixing DRI team, who have provided guidance through many insightful discussions. The computations in this research was supported, in part, by a grant of computer time from the City University of New York High Performance Computing Center under NSF Grants CNS-0855217 and CNS-0958379. The authors also thank the two anonymous reviewers whose constructive comments led to a significant improvement of this manuscript.

References


